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Journal of
Heat Transfer Editor’s Note

We are pleased to inform our readers that the ASMEJOURNAL

OF HEAT TRANSFERwill be published monthly beginning January
2005. As you know, the journal has been published bi-monthly
since February 2001. By increasing the frequency of the journal,
we hope to reduce the time from the submittal to the publication
of archival papers. The increased frequency will also provide the
technical community with rapid access to the latest research in
thermal sciences and engineering thereby allowing researchers to
reference the latest work in the field. Authors are urged to submit
their new findings for quick dissemination to the technical com-

munity through the ASMEJOURNAL OF HEAT TRANSFER. In addi-
tion, no mandatory page charges are levied on papers up to nine
journal pages in length.

I would like to personally thank the readers, the reviewers, and
the contributors to the Journal, and I look forward to receiving
new and exciting works for publication.

Vijay K. Dhir
Editor
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On the Necessity of Positive
Semi-Definite Conductivity and
Onsager Reciprocity in Modeling
Heat Conduction in Anisotropic
Media
It is demonstrated by a concise standard derivation, motivated by principles of rational
continuum mechanics and irreversible thermodynamics augmented by novel detailed ex-
amples, that for heat conduction in linearly anisotropic solids: (1) common restrictions
placed on the form of the thermal conductivity tensor are insufficient to guarantee satis-
faction of the second law of thermodynamics, and (2) satisfaction of the first and second
laws of thermodynamics alone is still insufficient to insure agreement between heat flow
predictions and observation. An additional constraint beyond that given in many standard
studies, namely that all three principal invariants of the conductivity tensor be positive
semi-definite, is imposed in order to guarantee satisfaction of the entropy inequality. Thus
constrained, such a theory remains under-restricted and can admit purely cyclic heat
fluxes, which are not observed in nature. Imposition of the conjectures of Duhamel and
Stokes, which are in fact earlier specific incarnations of Onsager’s reciprocity theory, on
the constitutive model relating heat flux to temperature gradient is a sufficient remedy.
@DOI: 10.1115/1.1798913#

Keywords: Analytical, Conduction, Heat Transfer, Second Law, Thermodynamics

Introduction
In this work, an exposition is given, accompanied by new illus-

trative examples and minor clarifications to some of the existing
literature, to demonstrate that for energy diffusion in linearly an-
isotropic solids:~1! restrictions given in common heat transfer
references are necessary but insufficient to guarantee satisfaction
of the second law of thermodynamics, and~2! fully satisfied first
and second laws of thermodynamics provide necessary but insuf-
ficient restrictions on the functional forms of common constitutive
laws. An additional independent condition, such as that provided
by Onsager reciprocity@1#, which itself is a generalization of the
earlier conjectures of Duhamel@2# and Stokes@3#, is required to
bring theory into agreement with experiment@4–6# for conduction
in an anisotropic medium.

General discussions of issues relevant to Onsager reciprocity
and anisotropic heat conduction are common in the communities
of irreversible thermodynamics, cf.@7–12#; continuum mechanics,
cf. @13–15#; and theoretical physics and statistical mechanics, cf.
@16–19#. It is noted, moreover, that statistical mechanics gives an
effective microscale based theory which casts macro-scale On-
sager reciprocity and the second law of thermodynamics on a
more fundamental theoretical foundation. Nevertheless, while of-
ten wide ranging, compact statements of theoretical restrictions on
models of anisotropic heat conduction are often difficult to pin-
point in these sources; the useful@14# is the most relevant. The
discussion in the traditional heat transfer community, cf.@20–31#,
is often more limited, and, as will be seen, incomplete. Under-
standing such issues can be of aid to anyone doing computational
modeling of anisotropic materials, especially on nonorthogonal
grids, designing experiments on materials with anisotropic micro-
structure, or wanting to build a strong classical foundation from

which to explore the implications of molecular dynamics on en-
ergy diffusion, especially relevant for energy transport on molecu-
lar lattice scales in solids.

In what follows, a simple model of diffusive energy transport in
an anisotropic solid will be presented. The analysis is restricted to
a classical, axiomatic, macro-scale approach with no detailed ap-
peal to the underlying micro-scale physics; however, it is noted
that the axioms employed here are consistent with conclusions
which can be drawn from micro-scale models. For such a mate-
rial, a general form of the first law of thermodynamics is posed
along with constitutive models for internal energy and diffusive
heat flux. A first set of restrictions on the form of the constitutive
laws is found by a standard application of the second law of
thermodynamics. It will then be shown that these necessary limi-
tations alone nevertheless admit behavior which is not observed in
experiment; this is remedied by further application of Onsager
reciprocity.

How these principles may be unintentionally violated is then
illustrated in three simple examples, which should be useful for
pedagogical purposes. First, an anisotropic material which has a
purely symmetric thermal conductivity tensor which also satisfies
the limited second law requirements of@21#, but has a third prin-
cipal invariant with negative value, in fact violates the second law.
Next, for an anisotropic material that has a purely antisymmetric
thermal conductivity tensor, it will be shown that a temperature
gradient in a given direction induces a heat flux in an orthogonal
direction, all the while satisfying the first and second laws. This is
demonstrated in two-dimensional geometries which are plane Car-
tesian and plane polar. In the plane polar geometry, it is seen that
purely radial temperature gradients induce purely circumferential
heat fluxes. A qualitative analogy is made between such a flux and
~1! solid body rotation and~2! the so-called cyclic chemical reac-
tions studied in the original work of Onsager.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 29,
2004; revision received June 3, 2004. Associate Editor: R. Pitchumani.

670 Õ Vol. 126, OCTOBER 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Model and Analysis
Consider the first law of thermodynamics for an immobile, in-

compressible solid, posed in Cartesian index notation

r
]e

]t
52

]qi

]xi
(1)

Here, the standard Einstein convention, in which the repetition of
the indexi connotes a summation fromi 51 to 3, is employed.
The independent variables are distancexi , wherei 51, 2, 3, for
each of the orthogonal directions in space, and timet. The depen-
dent variables are internal energy per unit mass,e, and the heat
flux vector, qi . The density,r, is a constant parameter. For the
incompressible immobile solid, which can undergo no deforma-
tion work process, classical thermodynamics provides a Gibbs
equation for systems near equilibrium undergoing reversible heat
transfer

de5Tds, (2)

whereT is the temperature ands is the entropy per unit mass. It is
then postulated that such a relation is valid for more general sys-
tems which may be undergoing irreversible heat transfer. Conse-
quently, one adopts the non-equilibrium]e/]t5T]s/]t, and the
first law, Eq.~1!, can be rewritten in terms of entropy as

rT
]s

]t
52

]qi

]xi
(3)

Next, use the product rule to expand the first law, Eq.~3!, in a
nonintuitive fashion to get

(4)

This formulation of the first law is written so as to segregate
entropy generating terms into those associated with both revers-
ible and irreversible heat transfer. This is seen upon consideration
of the second law of thermodynamics, which for such a material is
given by

r
]s

]t
>2

]

]xi
S qi

T D (5)

Using Eq.~4! to eliminate the terms involving entropy and revers-
ible heat transfer, the second law, Eq.~5!, can be re-expressed as
a Clausius-Duhem inequality

2
qi

T2

]T

]xi
>0. (6)

The only term which contributes to the Clausius-Duhem inequal-
ity is that associated with irreversible heat transfer. While revers-
ible heat transfer does induce entropy changes, it makes no con-
tribution to the irreversibility of the process.

Next two simple linear constitutive models are posed. First, the
internal energy is taken to be a linear function of temperature so
that the caloric state equation is

e5cT1eo (7)

wherec is the constant specific heat andeo is a reference energy.
Second, the heat flux vector is given by Duhamel’s generalization
@2# of Fourier’s law, i.e., it is taken to be a linear function of
temperature gradient which vanishes when there is no temperature
gradient. Thus,

qi52ki j

]T

]xj
(8)

whereki j is taken to be a constant nonisotropic asymmetric tensor
of thermal conductivity. The asymmetricki j can be decomposed
aski j 5k( i j )1k@ i j # , where the symmetrick( i j ) and antisymmetric
k@ i j # are defined as

k~ i j ![k~ j i !5
1
2 ~ki j 1kji !, k@ i j #[2k@ j i #5

1
2 ~ki j 2kji ! (9)

With Eq. ~9!, Eq. ~8! can be recast as

qi52k~ i j !

]T

]xj
2k@ i j #

]T

]xj
(10)

Substituting Eq.~10! into the Clausius-Duhem relation~6!, it is
seen that the second law for this material becomes, after elimina-
tion of the nonzero temperature

(11)

Now the part of Eq.~11! involving k@ i j # is identically zero for
arbitrary values of temperature gradient andk@ i j # . This is because
the tensor inner product of a symmetric tensor, such as
(]T/]xj )(]T/]xi) and an antisymmetric tensor, such ask@ i j # , al-
ways vanishes, which can be shown by direct expansion. So the
second law reduces to

k~ i j !

]T

]xj

]T

]xi
>0 (12)

which must hold for any value of temperature gradient. So it is
seen that any nonzero antisymmetric component ofki j cannot in-
fluence the evolution of entropy or the second law.

Using standard results from linear algebra, cf. Strang@32#, it
can further be stated that the entropy inequality, Eq.~12!, will be
satisfied if and only ifk( i j ) is positive semi-definite. This will be
the case if and only if the eigenvaluesl of k( i j ) are positive
semi-definite. The eigenvalues are guaranteed to be real by the
symmetry ofk( i j ) . The eigenvalues ofk( i j ) can be shown to be
positive semi-definite if and only if the so-called invariants of
k( i j ) , I 1 , I 2 , andI 3 , are themselves positive semi-definite, which
can be inferred from Fung@13#. The invariants reside in the char-
acteristic polynomial ofk( i j ) , which determines the eigenvaluesl

l32I 1l21I 2l2I 350 (13)

The three roots to Eq.~13! will be denoted asl1 , l2 , andl3 .
Detailed analysis shows that the invariants, along with the neces-
sary and sufficient conditions for positive semi-definiteness of
symmetric matrices, are compactly summarized as

I 15k~ i i !5tr~k~ i j !!5l11l21l3>0 (14)

I 25
1
2 ~k~ i i !k~ j j !2k~ i j !k~ j i !!5det~k~ i j !!tr~k~ i j !

21 !

5l1l21l2l31l3l1>0 (15)

I 35e i jkk~1 j !k~2 j !k~3 j !5det~k~ i j !!5l1l2l3>0 (16)

While it is likely the case that Eqs.~14)–(16!could be inferred
from @20#, it is certainly not transparent. The conditions in@21#are
more clear, but the necessary Eq.~16! is unaccountably omitted.
This omission propagates to other sources, e.g.,@25#.

When the special case in which]T/]xi5(1,0,0)T is substituted
into Eq. ~12!, one finds thatk(11)>0. Equivalent results are ob-
tained for the remaining two directions. As the symmetric part of
a diagonal element is the diagonal element itself, one then has

k~11!5k11>0, k~22!5k22>0, k~33!5k33>0 (17)
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It seems that no further significant simplifications can be made
over those of Eqs.~14!–~17!. However, it is useful to keep in
mind the following imprecise, pragmatic, and rarely stated recipe:
To insure positive definiteness of the conductivity tensor, terms on
the diagonal must be positive and, relative to terms off the diag-
onal, large. In the two-dimensional limit, the conditions are simple
and precise and reduce tok(11)>0, k(22)>0, and Ak(11)k(22)
>k(12) , or, equivalently, k11>0, k22>0, and Ak11k22>(k12
1k21)/2.

Just as antisymmetric terms do not influence the entropy in-
equality, it is easy to show that they do not influence the energy
equation. Substituting Eq.~10! into Eq. ~1!, one finds

(18)

Once again the tensor inner product of the symmetric]2T/]xi]xj
with the antisymmetrick@ i j # identically vanishes, giving rise, after
imposition of the caloric state equation~7!, to a temperature evo-
lution equation of

rc
]T

]t
5k~ i j !

]2T

]xi]xj
(19)

Now while an antisymmetric component ofki j cannot affect
either the temperature field or the entropy inequality, it would
induce a heat flux, and if such a flux existed, it could be measured
with standard techniques. In fact in a hypothetical anisotropic ma-
terial which had a purely antisymmetric thermal conductivity, one
could imagine the following experiment. Take a thin rectangular
plate and hold two parallel boundaries at two moderately different
temperatures. The antisymmetric conductivity would then not in-
duce a flux normal to the isothermal boundary, but would induce
a parallel flux. This flux would induce as much energy to enter at
one end and as to leave at the other. One could then put each of
the nonisothermal boundaries in finite reservoirs of liquid water,
and one would observe one reservoir solidify and the other boil.
Such an observation has never been made, despite related careful
attempts@4–6#. One might view this as a violation of the second
law for the combined system of the reservoirs and the plate. If,
however, the reservoirs were infinite, the energy flux would in-
duce negligible temperature change, and thus no violation of the
second law.

In @9# it is contended that nonzerok@ i j # can have no observable
consequences. It is then argued that this implies that one can
choosek@ i j # arbitrarily without resort to Onsager reciprocity. Ref-
erence@9# goes on to choosek@ i j #50, thus recovering Onsager
reciprocity, while suggesting that other choices would be equally
as valid. In light of the argument in the preceding paragraph, it is
contended here that Onsager reciprocity

k@ i j #50 (20)

is the unique choice to bring predictions of heat conduction in
anisotropic materials into agreement with observation. This gen-
eral conclusion is in agreement with Miller@11#.

Counter Examples
Here three counterexamples are presented which illustrate the

necessity of imposing the conditions described in the previous
section.

Second Law Violation. Consider a conductivity tensor which
is purely symmetric, as well as having positive diagonal elements,
with a value of

ki j 5k~ i j !5S 1 1 2

1 4 21

2 21 5
D (21)

It is easily seen that the two conditions of@21#, Eqs.~14!–~15!,
are satisfied asI 1510 and I 2523. However, the tensor is not
positive semi-definite since it has eigenvalues ofl56, l52
1A5;4.2361, andl522A5;20.2361. Here, the neglectedI 3
526, and thus Eq.~16! is not satisfied, rendering the tensor not
positive semi-definite, and the second law violated.

That this would lead to a nonphysical prediction is clearly seen
upon rotating the coordinate system to one aligned with the prin-
cipal axes of the conductivity tensor. The principal axes are given
by the eigenvectors ofk( i j ) . The normalized eigenvectors are then
cast into the columns of an orthogonal matrix,mn , which is the
matrix of direction cosines of the rotation

,mn5S 0.3015 0.3868 20.8715

20.3015 0.9058 0.2977

0.9045 0.1730 0.3897
D (22)

The transpose of this special matrix can be shown to be its in-
verse, and is also known as the rotation matrix, which results in
, jn,mn5d jm . Here,d jm is the Kronecker delta. As described in
many sources, cf.@33#, under rotation, a generic vectorv i is rep-
resented in the rotated, denoted by a prime superscript, coordinate
system asvp85, ipv i . Likewise, a generic tensorai j is represented
asapn8 5, ipai j , jn . The relevant rotation operations are as follows:

qi52ki j

]T

]xj

, ipqi52, ipki j

]T

]xj

, ipqi52, ipki j d jm

]T

]xm
(23)

, ipqi52~, ipki j , jn!S ,mn

]T

]xm
D

qp852kpn8
]T

]xn8

The eigen-rotation of Eq.~22! renderskpn8 5, ipki j , jn to be a
purely diagonal tensor with the eigenvalues on the diagonal. Con-
sequently, the generalized Fourier’s law in this particular refer-
ence frame is that of an orthotropic material and can be written as

S q18

q28

q38
D 52S 6 0 0

0 4.2361 0

0 0 20.2361
D S ]T

]x18

]T

]x28

]T

]x38

D (24)

Such a conductivity tensor admits the non-physicalq38
50.2361]T/]x38 ; i.e., it predicts energy to be transported by ran-
dom diffusion from regions of low temperature to regions of high
temperature, in direct violation of Clausius’ formulation of the
second law.

Note that selection of a conductivity tensor which is more di-
agonally dominant can render the tensor to be positive semi-
definite. For example, changingk(11) from 1 to 2 in Eq. ~21!gives
rise to satisfaction of the second law, as for this new tensorl1
56.1135,l250.4829, andl354.4036.
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Onsager Reciprocity Violation, Plane Cartesian Case.
Consider now a purely antisymmetric conductivity tensor applied
to a strictly two-dimensional geometry. Take then

ki j 5S 0 2k

k 0 D (25)

wherek is a characteristic scalar value of thermal conductivity.
Obviously for this tensork( i j )50 andk@ i j #5ki j . From the gener-
alized Fourier’s law, Eq.~8!, one then has

S q1

q2
D52S 0 2k

k 0 D S ]T

]x1

]T

]x2

D (26)

or more simply,

q15k
]T

]x2
, q252k

]T

]x1
(27)

Substituting Eq.~26! into the Clausius-Duhem inequality, Eq.~6!,
the second law reduces to

1

T2 S ]T

]x1

]T

]x2
D S 0 2k

k 0 D S ]T

]x1

]T

]x2

D >0 (28)

Expanding, one finds that the equality holds

(29)

and consequently the irreversibility is identically zero for such a
conductivity.

Similarly the first law of thermodynamics, Eq.~1!, after appli-
cation of the caloric state equation, Eq.~7!, and Eq.~26!, is writ-
ten as

rc
]T

]t
5S ]

]x1

]

]x2
D S 0 2k

k 0 D S ]T

]x1

]T

]x2

D (30)

This reduces to

rc
]T

]t
52k

]2T

]x1]x2
1k

]2T

]x2]x1
50 (31)

which holds that no temperature changes are induced by such a
heat flux.

Consider now an initial boundary value problem for a plane
Cartesian problem with a purely antisymmetric conductivity ten-
sor. Consider the domainx1P(2`,`), x2P@0,H#, tP@0,`),
where H is the height of the domain. Next, take as Dirichlet
boundary conditions and initial conditions

T~x1,0,t!5To , T~x1 ,H,t !5To ,

T~x1 ,x2,0!5To14~Tmax2To!S x2

H D S 12
x2

H D (32)

Here,To is the boundary temperature, andTmax is the maximum
temperature, realized here atx25H/2. Then Eq.~31! simply re-
quires that the initial temperature distribution must hold for all
time so that

T~x1 ,x2 ,t !5To14~Tmax2To!S x2

H D S 12
x2

H D (33)

Application of Eq.~26! gives for the heat flux

q1~x1 ,x2 ,t !5
4k~Tmax2To!

H S 122
x2

H D , q2~x1 ,x2 ,t !50

(34)

The temperature gradient in the 2 direction induces a heat flux in
the 1 direction. At the midplane,x25H/2, there is no heat flux,
and the maximum amplitude of the heat flux occurs at the bound-
aries with a magnitude of 4k(Tmax2To)/H. In a rectangular con-
trol volume aligned with the domain, the same amount of energy
enters at a givenx1 as exits at a downstreamx1 . Moreover, all the
energy remains confined to the domain. Consequently, the spa-
tially nonuniform temperature field has no variation in time. Had
the conduction tensor been that of an ordinary isotropic material,
energy flux through the boundaries atx250 and x25H would
have inducedT(x1 ,x2 ,t→`)50. In the absence of a driving po-
tential difference in temperature at the boundaries, a positive iso-
tropic conductivity causes the system to come to equilibrium with
its environment.

Onsager Reciprocity Violation: Plane Polar Case. A simi-
lar result is obtained in non–Cartesian coordinates. Consider a
problem related to the previous example in plane polar coordi-
nates, for which one has

x15r cosu, x25r sinu (35)

Application of standard coordinate transformations leads one to
formulate the generalized Fourier’s law for the antisymmetric
conductivity tensor as

qr5
k

r

]T

]u
, qu52k

]T

]r
(36)

It is trivial to show that the first law still reduces to]T/]t50, and
that the second law is satisfied, with zero irreversibility. Consider
now a similar initial boundary value problem on the domain of a
circular disk for whichr P@0,R#, uP@0,2p#, tP@0,`):

T~R,u,t !5To , T~0,u,t !,`,

T~r ,u,0!5To1~Tmax2To!S 12S r

RD 2D . (37)

Here,R is the outer radius of the disk. Once again the maximum
temperature isTmax, here realized atr 50. The solution for the
time-dependent temperature field and heat flux is straightfor-
wardly found to be

T~r ,u,t !5To1~Tmax2To!S 12S r

RD 2D (38)

qr~r ,u,t !50 (39)

qu~r ,u,t !5
2k~Tmax2To!

R S r

RD (40)

Appropriately scaled temperature and heat flux fields are plot-
ted in Fig. 1. Figure 1~a!shows the temperature field. Despite the
lack of forcing either within the domain or at the boundary, the
initial temperature disturbance persists for all time in the presence
of purely antisymmetric conductivity. Figure 1~b! depicts the un-
usual consequence of a purely anti-symmetric conductivity: the
heat flux vectors are tangent to the isotherms. This situation is
analogous to velocity vectors and particle pathlines for a solid
rotating about a central axis. In fact it is easy to show that the
antisymmetric conductivity tensor has associated with it a vector
which is analogous to the a solid body rotation vector; the equiva-
lent vector here is (1/2)e i jkk@ i j #5(0,0,k)T. Here,e i jk is the alter-
nating unit tensor. Another analog is found in a classical chemical
kinetics problem described by Onsager@1#. There it was shown
that if Onsager reciprocity were not imposed on constitutive laws
for chemical kinetics, that so-called cyclic reactions, never ob-
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served in closed adiabatic systems, could be predicted; for ex-
ample, in a system with three componentsA, B, andC, one could
predict a situation which at long time admitted the situation de-
picted in Fig. 2.

Conclusions
As the scenario in the first example clearly violates the second

law of thermodynamics, the necessity of the additional constraints
for positive semi-definiteness is obvious. As the phenomenon pre-
dicted in the second two examples has never been observed in
conductive heat transfer, despite the enforcement of first and sec-
ond laws of thermodynamics, it is concluded that an additional
condition is necessary. It is clear that Onsager reciprocity, equiva-
lent to the Duhamel-Stokes conjecture, provides a sufficient
condition.

Lastly, recent predictions such as those of@18# that Onsager
reciprocity does not hold away from equilibrium suggest an inter-
esting possibility. If this contention is correct, then it may be
possible to repeat Soret’s experiment@4#, and with modern mea-
surement devices, detect spiral components of heat fluxes in
response to radial temperature gradients.
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Nomenclature

A 5 generic chemical species
B 5 generic chemical species
C 5 generic chemical species
H 5 domain height,@m#
I 1 5 first invariant of conductivity tensor,@W/m/K#
I 2 5 second invariant of conductivity tensor,@~W/m/K!2#
I 3 5 third invariant of conductivity tensor,@~W/m/K!3#
R 5 domain outer radius,@m#
T 5 temperature,@K#

ai j 5 generic tensor
c 5 specific heat,@J/kg/K#
e 5 specific internal energy,@J/kg#

ki j 5 thermal conductivity tensor,@W/m/K#
, i j 5 direction cosine tensor
qi 5 heat flux vector,@W/m2#
r 5 radial coordinate,@m#
s 5 specific entropy,@J/kg/K#
t 5 time, @s#

v i 5 generic vector
xi 5 Cartesian distance vector coordinate,@m#

Greek Symbols

d jm 5 Kronecker delta
e i jk 5 alternating unit tensor

u 5 circumferential coordinate
k 5 thermal conductivity scalar component,@W/m/K#
l 5 eigenvalue of conductivity tensor,@W/m/K#
r 5 density,@kg/m3#

Subscripts

i 5 Cartesian index
j 5 Cartesian index

m 5 Cartesian index
max 5 maximum

n 5 Cartesian index
o 5 reference state
p 5 Cartesian index
r 5 radial direction
u 5 circumferential direction

~¯! 5 symmetric part of tensor
@¯# 5 antisymmetric part of tensor

Superscript

8 5 rotated coordinate system
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Effects of Gravity, Shear and
Surface Tension in Internal
Condensing Flows: Results From
Direct Computational Simulations
The paper presents accurate numerical solutions of the full two-dimensional governing
equations for steady and unsteady laminar/laminar internal condensing flows. The results
relate to issues of better design and integration of condenser-sections in thermal manage-
ment systems (looped heat pipes, etc.). The flow geometry, in normal or zero gravity, is
chosen to be the inside of a channel with film condensation on one of the walls. In normal
gravity, film condensation is on the bottom wall of a tilted (from vertical to horizontal)
channel. It is found that it is important to know whether the exit conditions are con-
strained or unconstrained because nearly incompressible vapor flows occur only for exit
conditions that are unconstrained. For the incompressible vapor flow situations, a method
for computationally obtaining the requisite exit condition and associated stable steady/
quasi-steady solutions is given here and the resulting solutions are shown to be in good
agreement with some relevant experimental data for horizontal channels. These solutions
are shown to be sensitive to the frequency and amplitude of the various Fourier compo-
nents that represent the ever-present and minuscule transverse vibrations (standing
waves) of the condensing surface. Compared to a vertical channel in normal gravity,
shear driven zero gravity cases have much larger pressure drops, much slower wave
speeds, much larger noise sensitive wave amplitudes that are controlled by surface ten-
sion, and narrower flow regime boundaries within which vapor flow can be considered
incompressible. It is shown that significant enhancement in wave-energy and/or heat-
transfer rates, if desired, are possible by designing the condensing surface noise to be in
resonance with the intrinsic waves.@DOI: 10.1115/1.1777586#

1 Introduction
Accurate numerical solutions of the full governing equations

are presented for steady and unsteady laminar/laminar film con-
densation flows on one of the walls inside a channel. This is a
good geometry for addressing the influence of shear and gravity
by changing the channel inclination from vertical to horizontal
~see Fig. 1!and is also a good geometry for consideration of flow
behavior in the absence of gravity~space application!. The results,
based on simulations for channel heights in the 2–25 mm range
and a specific choice of 4 mm in Table 1, are important for a
qualitative understanding of condenser-section~typically of milli-
meter or sub-millimeter scale hydraulic diameters! behavior in
applications~see Krotiuk@1# and Faghri@2#! such as Looped Heat
Pipes, Capillary Pumped Loops, thermal management systems,
and electronic-cooling devices.

This channel flow geometry is also a simple modification of the
classical flat plate geometry associated with classical studies
~Nusselt@3#, Rohsenow@4#, Koh @5#, etc.!for external film con-
densation over vertical, horizontal, and tilted walls.

To address laminar/laminar flow issues that cannot be addressed
by integral approaches~Chow and Parish@6#, Narain et al.@7#,
etc.!, direct numerical simulations are undertaken here to better
understand the wave-phenomena and associated effects. Although
the results presented here are strictly valid only for laminar vapor
flows and laminar condensate, in practice, turbulent vapor at inlet
~with inlet vapor Reynolds number as large as 7000! is allowed
because of the much thicker laminar sub-layer encountered by the
vapor flowing in the vicinity of the interface~i.e., yd

1@5 as com-

pared toyd
1'5 which yields the thicknessyd

1 of the laminar
sub-layer for zero interfacial mass transfer cases—see the defini-
tion of nondimensionalyd

1 given in terms of the values ofy1

defined in Eq.~6.29!of White @8# and replace the wall shear stress
by interfacial shear stress in the expression for nondimensional
speedu* that appears in this definition!. This thickening is due to
interfacial mass transfer and associated streamlines that pierce
through the interface into a very slow laminar condensate flow.
Under these semi-turbulent conditions, the vapor is laminar near
the interface and turbulent outside the laminar layer. Therefore,
for these cases (Rein,7000), the computational predictions~un-
der laminar/laminar assumptions! of film thickness, heat transfer
rates, etc.—though not the predictions for vapor velocity profile
outside the interfacial laminar sub-layer—are, as expected, in
good agreement with relevant experimental results of Lu@9# and
Lu and Suryanarayana@10#.

This paper briefly states some of the significant vertical channel
results reported in Narain et al.@11# and utilizes its computational
methodology to obtain new results for normal gravity~tilted to
horizontal channels for gravity to shear dominated flows! and zero
gravity. Among other new features of this paper is the fact that
surface tensions is not approximated as a constant~as in@11#! but
is taken ass5s ~T! for pure vapor/liquid interface. Furthermore,
at the interface, this paper retains the surface tension terms for not
only the normal stress condition but also the tangential stress con-
dition ~the term responsible for Marangoni effects!.

Unconstrained exit-condition cases associated with incompress-
ible vapor flows and constrained exit-condition cases associated
with compressible vapor flows physically arise from the fact that
condenser-sections~such as the one in Fig. 1! are typically only a
part of a closed flow-system~looped heat pipes, etc.! or a closed
flow-loop ~see, e.g., Fig. 2 in Narain et al.@11#!. Therefore, pres-
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ence or absence of active flow control~or other constraints! in the
remainder of the flow-loop~as is the case in Fig. 2 of@11#! may
translate into presence or absence of exit constraints for
condenser-section flows~see Fig. 1!under prescribed inlet and
wall conditions. The noise-free unsteady simulation method~see
Liang @12#! for identifying the correct natural exit condition and
the corresponding attractive steady solution which allows nearly
incompressible vapor flows~under unconstrained exit conditions!
is summarized here briefly, and is given, in greater detail, in
Narain et al.@11#.

These attractive steady solutions are generally stable to initial
disturbances. But, for different gravitational environments, the un-
derlying steady/quasi-steady solutions are attained for quite differ-
ent natural exit-conditions~i.e., exit vapor quality or exit pres-
sure!. However, it is found that the stability for the zero gravity
case is weak if the exit condition is not actively held constant at
its near natural value~e.g., by the approach indicated in Fig. 2 of
@11#!.

Also, the sensitivity to minuscule bottom plate noise~that are
typically almost always present!, is shown to be significantly
larger for the flow in zero gravity situations than in normal gravity
situations. This is because zero gravity flows have to withstand
minuscule persistent noise only with the help of the small surface
tension forces present in the normal stress condition. However, for
unconstrained-exit cases considered here, these solutions are
found to be quite insensitive to noise in the vapor flow at the inlet.
Sensitivity to noise at the exit is not considered here but, again, is
expected to be large only for certain constrained exit conditions
~see Fig. 12 of Narain et al.@11# for discussions regarding the role
of vapor compressibility for these cases!. It is shown that this
noise-sensitivity also depends on the nature of the noise~i.e., its
amplitude, frequency, and wave-length content! and the resonance
condition effects discussed in Narain et al.@11# for vertical chan-
nel configuration are also valid for the other environments consid-
ered here~namely the shear dominated horizontal configuration
and zero-gravity cases!. Furthermore, for gravity dominated

vertical/inclined cases, heat-transfer rates under annular/stratified
conditions can easily be enhanced by 10–30 percent for a resonant
bottom wall noise that is still minuscule. The enhancements in
heat-flux are less significant for zero gravity environments.

For most of the wavy situations considered here for terrestrial
environments, the role of surface-tension on the nature of noise-
induced waves~phase-speeds, amplitudes, etc.! are found to be
negligible. Since small diameter tubes in normal gravity are not
considered here, significance of surface tension for that configu-
ration can not be ruled out. As stated earlier, under zero gravity,
the role of surface-tension in the normal stress condition at the
interface is significant and this result is presented and discussed
here. On the other hand, the Marangoni effect of surface tension in
the tangential stress condition continues to be negligible for both
normal and zero gravity situations—even for nonconstant con-
densing surface temperatures.

The results presented here underscore the importance of includ-
ing the role of gravity, exit conditions, and noise-sensitivity issues
in categorizing heat transfer correlations and flow regime maps.
Therefore currently available heat transfer correlations~Traviss
et al. @13#; Shah@14#; etc.! and flow regime maps~see Hewitt
et al. @15#, Carey@16#, etc.! can be improved to address their
reported deficiencies~see Palen et al.@17#!.

The vapor in the condenser section is considered here to be
pure. However, in some applications, noncondensable gaseous im-
purities may be present. If this is the case, the noncondensables
tend to concentrate at the interface~by setting up diffusion pro-
cesses under appropriate variations in their concentrations and
partial pressures! and this usually leads to a significant reduction
in heat transfer rates~Minkowycz and Sparrow@18#, etc.!. In the
context of discussions for Fig. 12 in Narain et al.@11# for con-
strained exit conditions, it was recognized that this situation is
prone to instabilities and oscillations due to vapor compressibility
effects. It is believed that the presence of noncondensables are
likely to provide an extra degree of freedom that will reduce the
level of such oscillations/instabilities.

2 Governing Equations
The liquid and vapor phases in the flow~e.g., see Fig. 1!are

denoted by a subscriptI :I 51 for liquid andI 52 for vapor. The
fluid properties: densityr, viscositym, specific heatCp , thermal
conductivity k, etc., with subscriptI, are assumed to take their
representative constant values for each phase (I 51 or 2! and
these values for R-113 are obtained here from ASHRAE Hand-
book @19#. Let T1 be the temperature fields, pI be the pressure
fields, Ts ~p) be the saturation temperature of the vapor as a func-
tion of local pressure p,D be the film thickness, m˙ be the local
interfacial mass flux, Tw~x)(,Ts~p) be a known temperature
variation of the cooled bottom plate, andv15u1î1v1ĵ be the ve-
locity fields~whereî andĵ denote unit vectors along x and y axes!.
Furthermore, let h be the channel height, gx and gy be the compo-
nents of gravity along x and y axes, p0 be the inlet pressure,DT
[Ts~p0)2Tw(0) be a representative controlling temperature dif-
ference between the vapor and the bottom plate, hfg be the heat of
vaporization at temperature Ts~p), s be the surface tension at any
temperature Ts~p) with s0 being the specific value at Ts~p0), and
U be the average inlet vapor speed determined by the inlet mass
flux. With t representing the physical time and~x,y! representing

Fig. 1 Flow geometry for simulations. The film thickness has
been exaggerated for the purposes of clarity in discussing the
algorithm and the nomenclature. In the figure, all the neighbor-
ing points are affecting a flow variable at a typical point P in the
‘‘elliptic’’ vapor flow.

Table 1 Specification of reported flow situations involving saturated R-113 vapor at the inlet. Properties of R-113 are taken from
ASHRAE Handbook †19‡.

Fig. # for flow
p0 (kPa)

Rein

Ts(p0) (°C)
Ja

DT (°C)
Frx

21
h ~m!
Fry

21
U ~m/s!
r2 /r1

s* ~N/m!
m2 /m1 We Pr1

3, 5a–5d, 6, 7, 8a–8b, 9,
10, 11a–11b, 12a–12b,

13

108.855 49.47 5 0.004 0.41 0.015

1200 0.0341 0.2379 0.3231026 0.0053 0.0209 67.6 7.2236
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physical distances of a point with respect to the axes in Fig. 1
~x50 is at the inlet and y50 is at the condensing surface!, we
introduce a new nondimensional list of the fundamental variables
through the following definitions

$x,y,d,u1 ,ṁ%[H x

h
,
y

h
,
D

h
,
uI

U
,

ṁ

r1UJ
(1)

$v I ,u I ,p I ,t%[H yI

U
,

TI

DT
,
p12p0

r IU
2 ,

t

~h/U !J
The nondimensional differential forms of mass, momentum~x

andy-components!, and energy equations for flow in the interior
of either of the nearly incompressible phases (I 51 or 2! are the
well-known equations

]uI

]x
1

]v I

]y
50

]uI

]t
1uI

]uI

]x
1v I

]uI

]y
52S ]p I

]x D1Frx
211

1

ReI
S ]2uI

]x2
1

]2uI

]y2 D
(2)

]v I

]t
1uI

]v I

]x
1v I

]v I

]y
52S ]p I

]y D1Fry
211

1

ReI
S ]2v I

]x2
1

]2v I

]y2 D
]u I

]t
1uI

]u I

]x
1v I

]u I

]y
'

1

ReI PrI
S ]2u I

]x2
1

]2u I

]y2 D
where ReI[rIUh/m I , PrI[m ICpl /kI , Frx

21[gxh/U2 and Fry
21

[gyh/U2. The above equations are solved for each of the two
phases under a complete and proper prescription of boundary con-
ditions ~inlet, exit, and the walls!, initial conditions, and the inter-
face conditions~see Delhaye@20#, etc.!. These conditions are used
in their exact forms and they are given in Eqs.~3!–~15! and Eqs.
~A1!–~A9! of Narain et al.@11#.

An inspection of all the nondimensional governing equations,
interface conditions, and boundary conditions reveal the fact that
the flows considered here are affected by the following set of
nondimensional parameters

H Rein ,Ja,Frx
21,

r2

r1
,
m2

m1
,Pr1 ,xe ,Ze~0!,We,Fry

21J (3)

where Rein[r2Uh/m2[Re2, Ja[Cp1DT/hf g
0 , and hf g

0

[hf g(Ts(p0)). Here Rein , Frx
21, and Ja are control parameters

associated with inlet speedU, inclinationa, and temperature dif-
ferenceDT. For unconstrained exit condition cases~i.e., incom-
pressible vapor!considered here, it is seen later thatZe(0), the
initial value of the exit vapor quality, is not important because it
does not affect the naturally selected steady solution and its asso-
ciated exit vapor qualityZeuNa. The density ratior2 /r1 , viscosity
ratiom2 /m1 , and Prandtl number Pr1 are passive fluid parameters.
Also, for unsteady or quasi-steady wavy-interface situations, the
normal stress condition at the interface imply an additional depen-
dence on a surface tension parameter, Weber number We
[r1U2h/s. For superheated vapors, in the interface energy equa-
tion, there is a very weak dependence on the thermal conductivity
ratio k2 /k1 . Furthermore, unlike in Narain et al.@11#, in this pa-
per, nonconstant surface tensions5s(T) for pure vapors is al-
lowed through¹ss term in Eq.~A3! in the appendix of@11#. As a
result, the term@t# on the right side of the tangential stress condi-
tion given in Eq.~5! of @11# is modified by adding an additional
term ‘‘Ma ]p2 /]xu i

•1/A11dx
2’’ on the right side of Eq.~A9! of

@11#. Here the Marangoni number Ma[r2Uc1d1 /m1 represents
the surface tension contribution to tangential stress under the no-
tation c1[dTs /dp and d1[2ds/dT. For the cases considered
here, a representative set of values of the new constants are:c1
'0.0003 K/Pa,d1'0.1046 N/~m-K), and Ma50.1963.

It should be noted that negligible interfacial thermal resistance
and equilibrium thermodynamics on either side of the interface is
assumed to hold for values ofx downstream of the origin~i.e.,
second or third computational cell onwards!. And hence, as per
discussions leading to Eq.~A8! in the appendix of Narain et al.
@11#, no model~see, Carey@16#, Plesset and Prosperetti@21#, etc.!
is needed to supplement the known restrictions on the interfacial
mass-fluxṁ ~see Eq.~8! of Narain et al.@11#!. However, reason-
able initial estimates~from Nusselt@3# solution, etc.!for ṁ are
used to obtain convergent solutions that are eventually shown to
be independent of the initial guess.

Though x;0 zone does not affect the results of this paper,
ability to account for interfacial thermal resistances does become
important when the liquid-vapor phase-change interface lies
within 10–500 nm of a solid surface that is at a temperature dif-
ferent than the phase-change saturation temperature~say by more
than 5°C!. At such locations, boiling or condensation processes do
require development of relevant thermodynamics and material-
science knowledge base~suitably supported by experiments and
molecular dynamic simulations! that would yield models of the
type described in Carey@16#, Plesset and Prosperetti@21#, etc.
This is an area of modern research that may provide key techno-
logical insights with regard to some key relevant processes~such
as control of nucleation sites in boiling, sustenance of drop-wise
condensation, etc.!.

By dropping all time dependencies in the initial boundary value
problem described above, the resulting steady equations~which
are elliptic near exit! for any reasonable but arbitrarily prescribed
exit conditionZe ~denoted as an initial value ofZe(t) at t50),
where

Ze~0!5E
dsteady~xe!

1

u2~xe ,y!•dy[Ze (4)

the steady solution is obtained. This solution is then assumed to
apply at timest<0. That is, iff(x,y,t) is any variable~such as
uI , v I , p I , u I , etc.!, the initial values off and film thickness
d(x,t) are such that

f~x,y,0!5fsteady~x,y! and d~x,0!5dsteady~x! (5)

wherefsteadyanddsteadyrepresent steady solutions. Although the
prescription ofZe within 0,Ze,1 is arbitrary ~except that it
should be such that it allows a steady computational solution in
the stratified/annular regime assumed in Fig. 1!, its natural value
~denoted asZeuNa) for the unconstrained cases is computationally
found by the procedure outlined in section 4.

Using the initial condition in~5!, the unsteady solutions fort
.0 are obtained by solving the full initial boundary value prob-
lem with appropriate boundary conditions~with or without the
typically present minuscule vibrations of the condensing surface!.
Since an assumption of unconstrained exit conditions~i.e., incom-
pressible vapor!are made for the unsteady computations in this
paper, no exit conditions are prescribed fort.0 as long term
values of the exit condition~such asZeuNa for steady noise-free
situations!are obtained as part of the solution.

3 Features of the Computational Approach
Details of the computational approach are given in Narain et al.

@11# and Liang@12#. Some essential features and a broad outline
are summarized here.

Between times ‘‘t’’ and ‘‘t1Dt, ’’ two types of adaptive grids
~termed grid-A and grid-B! are employed. At timet, grid-A ~see
Fig. 3 of @11#! is based on a stair-step geometrical approximation
of d(x,t) as a function ofx and it changes whenever the liquid
and the vapor flow variables need to be recomputed for a changed
interfacial configurationd(x,t). The physical processes, however,
employ a piecewise linear or higher~cubic splines!approximation
of d(x,t) based on their discrete values at marked locations in
grid-A. In the interior of either the liquid or the vapor phase,
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grid-A is used for all calculations. However, to make the best
changes ind(x,t) leading to its accurate prediction at time ‘‘t
1Dt, ’’ a different grid ~grid-B! is generated for spatially locating
the variables (d(x,t), ū(x,t), and v̄(x,t)) that appear in the in-
terface tracking equation~see Eq.~7! below! for this problem. As
discussed and shown in Fig. 3 of Narain et al.@11#, grid-B needs
to be defined for thex-domain alone because it is employed for
the specific purpose of obtaining the best numerical predictions
for changes ind(x,t) through Eq.~7! described later on in this
paper. The predictions made on grid-B are interpolated to obtain
corresponding values on grid-A. At any timet, linear mappings
suffice for spatial interpolation and exchange of the values of the
relevant flow variables~viz. d, ū, and v̄) at locations between
grid-A and grid-B. The approach broadly consists of the
following:

• At discrete number of locations in Fig. 2, guess
$d,u1s

i ,v1s
i ,u1s

i ,u2
i ,v2

i ,u2
i %.

• Under the shifted interface depicted in Fig. 2, the liquid do-
main problem is solved by a finite-volume method~SIM-
PLER utilizing source term method described in Patankar
@22# and Narain et al.@11#!.

• Above the interface, the vapor domain problem~see Fig. 4~b!
of @11#! is also solved by a finite-volume method~SIMPLER
utilizing source term method described in Patankar@22# and
Narain et al.@11#!.

• The seven guesses are repeatedly updated to converge to their
correct values with the help of seven interface conditions
given in Narain et al.@11# ~one each from Eqs.~3!–~5!, two
from Eq. ~8!, and two from Eq.~9! of @11#!. For the steady
problem fort50, the exit conditionZe needs to be prescribed
and an additional eighth ‘‘condition’’ is created to satisfy this
requirement.

• The above steps are repeated in such a way that all interface
conditions, differential equations, etc., are satisfied.

One of the interface conditions, viz. the physical variable form
of ṁLK5ṁEnergyin Eq. ~8! of @11#, also given as one of the equali-
ties in Eq.~A7! of @11#, is rewritten, with the help of Eqs.~A1!
and ~A5! of @11#, in its popular interface tracking equation form

]H

]t
1v1

i
•¹H>

2k1

r1•hf g

]TI

]n U
i

•u¹Hu (6)

When the right side of Eq.~6! is zero, spatial extension of Eq.
~6! leads to a color function H whose initial values H50 and H51
within each of the phases are retained for all timest.0, and this
forms the basis of the popular VOF~volume of fluids!techniques

~see Hirt and Nicholas@23#, etc.!for air/water type flows. Simi-
larly, a suitable spatial extension of Eq.~6!, in conjunction with
some other techniques, is used in the Level-Set method~Sussman
et al. @24#, etc.! for capturing the interface through iterative
single-domain~consisting of both the phases! calculations. For
boiling related phase change flows, the Level-Set technique has
recently been used by Son and Dhir@25#. In order to overcome
some of the problems~see, e.g., Li and Renardy@26#! associated
with interface capturing techniques~be it Level-Set, VOF, etc.!
that utilize Eq.~6!, the limited goal here was to ensure that these
problems do not give rise to spurious computationally generated
waves when no physical disturbances or noise are present. This
difficult requirement was met by looking at the existing knowl-
edge base for the reduced form of Eq.~6! given in Eq.~7! below.
By substituting H[h•$y2d(x,t)%, ]H/]t52U•]d/]t, ]H/]x
52]d/]x, ]H/]y51, etc. in Eq.~6! and properly nondimension-
alizing the resulting equation, one obtains the following interface
tracking problem

]d

]t
1ū~x,t !

]d

]x
5 v̄~x,t !

d~0,t!50 (7)

d~x,0!5dsteady~x! or other prescriptions

where ū[u1
i 1$Ja/(Re1•Pr1)%]u1 /]xu i and v̄[v1

i 1$Ja/(Re1
•Pr1)%]u1 /]yu i typically depend strongly, but indirectly, ond. The
computational issues for discretization and numerical solution of
Eq. ~7! are well understood and discussed in Narain et al.@11#.

The computational approach defined above meets the following
requirements:~i! the convergence criteria~i.e., smallness of ‘‘b’’
defined on p. 125 of Patankar@22#! in the interior of each fluid is
satisfied,~ii! all the interface conditions are satisfied,~iii! grid
independent solutions are obtained for grids that are sufficiently
refined~see Fig. 14 of@11#!, ~iv! unsteady simulations yielding the
sensitive interface locations are free of computational noise~this
is achieved by ensuring that there is an absence of computational
noise in the absence of physical noise!, and~v! its predictions for
the classical steady problems of condensation on vertical or hori-
zontal plates~Nusselt @3#, Koh @5#, etc.!are in agreement~see
Narain et al.@11# and Yu@27#! with the classical solutions. As per
estimates described in Narain et al.@11#, the sum total of errors in
the solutions reported here is less than 6 percent.

4 Identification of SteadyÕQuasi-Steady Solutions and
Their Compatibility With Experiments

For slow laminar/laminar internal condensing flows considered
here, the steady governing equations are such that the behavior of
the x-component of the velocity field are ‘‘elliptic’’ in the sense
that downstream conditions are able to affect flow variables at an
upstream location~see a representative point P in Fig. 1!. This
behavior of the steady equations allow the signature of degen-
eracy associated with a stationary saturated mixture in a closed
container~i.e., the fluid, under equilibrium thermodynamics con-
ditions, could have many vapor/liquid interfacial configurations
associated with different mixtures—from all vapor to all liquid—
with the actual quality being determined by the total amount of
heat removed from an initial all vapor configuration! to be carried
over to the steady solutions of the governing equations and one
has many steady interfacial configurations for different exit-
conditions~i.e., different exit vapor qualitiesZe in Eq. ~4!! that
represent different amounts of heat removed for any given inlet
and wall conditions. As a result, as is seen in Fig. 5 of@11#, there
are different steady solutions for different exit vapor qualities.
However, for incompressible steady vapor flows associated with
unconstrained-exit cases, unsteady noise-free simulations in Fig. 3
~which are free of both physical and computational noise! show
that these steady solutions seek out a naturally selected exit con-
dition ~denoted asZeuNa) as t→`. In other words, there is an

Fig. 2 The liquid domain calculations underneath dshift „x ,t …
with prescribed values of „u 1s

i ,v 1s
i ,u1s

i
… on dshift „x ,t … satisfy the

shear and pressure conditions on the actual d„x ,t …. Discarding
all other calculations, only calculations underneath d„x ,t … are
retained. The vapor domain calculations above d„x ,t … with pre-
scribed values of „u 2

i ,v 2
i ,u2

i
… on d„x ,t … satisfy ṁ VKÄṁ Energy

and the requirement of continuity of tangential velocities.
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attracting wave-free steady solution, which, in the qualitative rep-
resentation of Fig. 4~a!, is termed an attractor. The definition of an
attractor among the steady solutions of a well-posed initial bound-
ary value problem for a system of partial differential equations is
qualitatively the same as that of a stable node~see Greenberg
@28#! among the stationary solutions of a system of nonlinear or-
dinary differential equations. As shown later, this solution is stable
but sensitive to noise. As a result, in practice, only a quasi-steady
wavy solution of the type indicated in Fig. 4~b! is actually
realized.

Since the above procedure requires consideration of the un-
steady equations to identify the natural steady solution, it is obvi-
ous that this approach is both novel and different from steady
incompressible single-phase or air/water flows where it typically
suffices to work with steady equations to obtain steady solutions.
The above approach for identifying stable quasi-steady incom-
pressible vapor solutions is also found to be in good agreement
~see Tables 2 and 3!with relevant experimental results of Lu@9#
and Lu and Suryanarayana@10#. These experiments were done
under unconstrained-exit conditions and filmwise condensation on
the bottom surface of a horizontal duct~length50.91 m!of rect-
angular cross-section~width540 mm, height525 mm!. For com-
parisons with the simulations, the flow in the vertical midsection

of the experimental geometry~where ultrasound film thickness
sensors, etc. were mounted! is modeled as a two-dimensional
horizontal channel flow~with gap height h525 mm!. Further-
more, for experimental runs considered in Tables 2 and 3, the
simulations ensured that the fluid~refrigerant called R-113!, the
average inlet velocity in the channel, bottom/top channel wall
temperatures, and inlet pressure were specified to be the same as
the specifications/values of the corresponding items/variables in
the selected experimental runs. It is found in Tables 2 and 3 that,
for horizontal channel flows considered, good agreement was ob-
tained well beyond the typical laminar/laminar restriction of inlet
vapor Reynolds number~based on channel height as characteristic
length!being approximately less than 2000. It was found that the
agreement was good for inlet vapor Reynolds number up to 7000.
Perhaps, because of slow laminar condensate flows (Red,150,
where Red is defined in Incropera and DeWitt@29#! and nonzero
interfacial mass transfer through inclined or transverse vapor
streamlines near the interface, the condensing vapor develops a
sufficiently thick laminar sub-layer in the vicinity of the interface
~see Narain et al.@11# or Liang @12#!. This laminar layer allows
computational predictions of film thickness, heat transfer rates,
etc. under overall laminar/laminar assumptions to continue to re-
main in good agreement with the experiments of Lu and Surya-
narayana@10# ~though, perhaps, predictions of vapor velocity pro-
file outside the laminar sub-layer of the vapor above the interface
may not be good!.

Effects of Gravity on Natural Steady Solutions. In Fig. 5~a!
we see that gravity has a significant influence on film thickness. In
the absence of gravity assisted condensate drainage that occurs for
vertical/inclined configurations, condensate film is much thicker
in zero gravity. However, zero gravity condensate is still slightly
thinner than its values for the corresponding horizontal configura-
tion. This is because, in the horizontal configuration, part of the
vapor shear is used to deny the tendency of the condensate’s
hydrostatic-pressure distribution to cause a backward downhill
flow and only the remaining vapor shear is used to keep it forward
moving with a monotonically increasing film thickness. This
monotonic increase of condensate thickness is due to a net balance
that occurs between continuous accumulation of the liquid~under
condensation mass transfer across the interface! and its forward
flow. Despite the proximity of the horizontal and zero-gravity
steady solutions, the absence of the transverse gravitational force
in zero gravity makes the pressure variations in the liquid much
more sensitive to the surface tension term in the normal stress
condition~the second term on the right side of Eq.~4! in @11#! and
this, as we see in the next section, causes much larger amplitude
interfacial waves in response to ever present condensing surface
noise. The significance of the magnitude of the transverse gravi-
tational restoring force is best seen by observing that the liquid
pressure variationsp1(x,y,t) is affected both by its interfacial
valuep1

i ~as given by Eq.~4! in @11#! and its value required by the
y-component of the momentum equation in Eq.~2!. For example,
if effects of v1(x,y,t) is ignored because of its smallness, the

Fig. 3 For flow situation specified in Table 1 with aÄ90 deg
and x eÄ30, the figure depicts two sets of steady solutions C1
„for ZeÄ0.51… and C3 „for ZeÄ0.44… that provide the initial con-
ditions for solutions to be obtained for tÌ0 without any speci-
fication of exit conditions. The figure shows the resulting
d„x ,t … predictions for tÌ0, the set of d„x ,t … curves C1 start at
ZeÄ0.51 at tÄ0, and tend, as t\`, to the solution for which
ZezNaÄ0.47. The other set of curves C3 start at ZeÄ0.44 at t
Ä0 and also tend, as t\`, to the same ZezNa solution.

Fig. 4 Qualitative nature of the attracting steady Õquasi-steady
solution. The figure shows that different steady solutions asso-
ciated with different exit conditions „Ze at tÄ0… are attracted,
under unconstrained exit conditions and as t\`, to a special
steady solution with ZeÄZezNa .

Table 2 Comparison of experimental and computational Z ezNa
values 1

Run # Ze@xe512 Ze@xe524 Ze@xe536 Mean Error %

220 Expt. 0.776 0.572 0.477 22.13
Theory 0.81 0.58 0.48

221 Expt. 0.828 0.702 0.583 5.85
Theory 0.85 0.66 0.5

100 Expt. 0.908 0.824 0.761 20.17
Theory 0.92 0.84 0.74

181 Expt. 0.884 0.796 0.718 3.97
Theory 0.89 0.76 0.66

1Flow of saturated R113 condensing on the bottom plate of a horizontal channel of
h525 mm, xe50.91 m and measurements ofZeuNa at xe512, 24, and 36.
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y-momentum balance in Eq.~2! implies p1(x,y,t)>p1
i

1uFry
21u(d2y), whereuFry

21u is a positive constant andp1
i satis-

fies Eq.~4! of @11#.
Furthermore, Fig. 5~b! shows it is equivalent to prescribe exit

pressure (p̄2[1/(12d)*d
1p2dy) or exit quality Ze at x5xe and

that the natural exit conditions~exit quality ZeuNa or associated
exit pressure!are different in different gravitational environments.
The shear dominated cases~horizontal and zero gravity! have a
much larger pressure drop and hence have a much narrower flow
regime within which the compressibility of the vapor can be ig-

nored~this is because an increase inDp2 /p0 makes the underlying
assumption ‘‘Dr2 /r20!1’’ a poorer approximation!. Figure
5~c–d! show that phase-speedsūsteady(x) ~see Narain et al.@11#!
for zero gravity and horizontal configurations are significantly
smaller than gravity driven vertical cases, and, as a result, in Fig.
5~d!, the characteristics curves along which disturbances propa-
gate ~see Narain et al.@11#! become very nearly vertical. This
means that, for these shear dominated cases, effects of condensing
surface noise are likely to accumulate around the location of the
noise.

Table 3 Comparison of experimental and computational mean film thickness values 1

Flow Speed
U ~m/s! Run # DT~°C! d(x1) d(x2) d(x3) d(x4) d(x5)

Average
% Error

0.34 220 31.21 Expt. 0.010 0.015 0.016 0.018 0.020 25%
Comp. 0.012 0.014 0.015 0.017 0.019

0.31 221 21.42 Expt. 0.008 0.013 0.014 0.015 0.017 2.9%
Comp. 0.011 0.013 0.014 0.016 0.018

0.42 100 14.76 Expt. 0.012 0.014 — 0.015 0.015 4.2%
Comp. 0.010 0.013 0.016 0.018

0.5 181 21.42 Expt. 0.008 0.012 0.013 0.014 0.016 3.0%
Comp. 0.009 0.012 0.013 0.015 0.016

1Flow of saturated R113 condensing on the bottom plate of a horizontal channel of h525 mm, xe50.91 m and measurements of film thickness values atx52.03, 6.10, 10.16,
18.29, and 32.51.

Fig. 5 „a… For flow situations specified in Table 1, the figure shows smooth steady condensate film thickness for vertical,
horizontal and zero-gravity cases which have, for x eÄ20, ZezNaÄ0.691, 0.877, and 0.91 respectively. „b… For the flow situations
specified in Table 1, the figure shows different exit pressure p̄2„x e… values associated with different Ze values. In particular, it also
shows ZezNa and their corresponding exit pressure values for the cases considered in Fig. 5 „a…. „c… For flow situations specified in
Table 1, the figure shows phase-speeds ū steady „x … for the cases considered in Fig. 5 „a…. „d… For flow situation specified in Table 1,
the characteristics curves xÄx c„t … denote curves along which infinitesimal initial disturbances naturally propagate „see †11‡… on
the stable steady solutions of Fig. 5 „a…. On characteristics that originate on xÄ0 line, there are no disturbances as d„0,t …·0
implies d8·0.
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5 Discussion of Unsteady Simulation Results

Effects of Initial Disturbance. The behavior of natural exit-
condition and associated smooth-interface steady solutions as ob-
tained in Fig. 3 are qualitatively described in Fig. 4. In normal
gravity, as shown in Narain et al.@11#, these solutions are intrin-
sically wavy but stable to initial disturbances. However the stabil-
ity of the natural (Ze5ZeuNa) smooth-interface zero gravity solu-
tions, as compared to stability of normal gravity solutions, is
demonstrated by the results in Fig. 6. In Fig. 6, there is some
separation between thet→` ~i.e., large t, or t520) and t50
solutions for the zero gravity case. As the size of the amplitude of
the disturbance used for the zero gravity case in Fig. 6 was re-
duced, it was found that thet→` ~i.e., larget, or t520) solution
stayed closer to thet50 solution associated with the natural exit
condition. This large time behavior implies that the stability for
the zero gravity case, as compared to normal gravity case, is
weak. In other words, loosely speaking, for qualitative purposes,
the bowl at the bottom of Fig. 4~a! is much flatter for zero gravity
than the corresponding cases for normal gravity. This weak stabil-
ity in zero gravity is observed even in the absence of surface
tension and momentum transfer terms in the interfacial normal
stress condition given in Eq.~4! of @11#. Therefore the weak sta-
bility to initial disturbances is a result of the mass transfer and the
associated nature of the streamlines~which, at the interface, are
more transverse in gravity driven flows and more slanted, as in
Fig. 7, for shear dominated flows! rather than stabilizing or desta-
bilizing effects of surface tension and/or momentum-transfer
terms in the normal stress condition at the interface~see the right
side of Eq.~4!!.

Effects of Noise and Resonance.The noise-sensitivity of the
solutions in Fig. 5~a!is shown in Figs. 7 and 8. These Figures
show that the interface is quite sensitive to even minuscule stand-
ing wave vibrations of the bottom plate given byv1(x,0,t)5«
•sin(2px/l)•sin(2pt/T) whose amplitude« is in the range of
1025– 3•1025. This, in a way, is expected from Eq.~7! because
interfacial disturbances are forced by the interfacial valuev1

i of
the transverse velocityv1 that appears inv̄. Furthermore, the
extreme smallness of this forcing is consistent with the fact that,
on average,u2@u1@v1 with each dominance being at least two
to three orders of magnitude~i.e., 102 or 103) bigger over the
other. For the cases considered here~e.g., the case ofT'24,
l'10, h'0.004 m, andU'0.41 m/s), the maximum displace-
ment amplitude of the vibrations are about 0.25mm, maximum
velocity amplitude are about 0.12mm/s, and maximum accelera-

tion amplitude are about 6.25•1024 m/s2 ~which is less than
1024g, g'10 m/s2). Such vibrations are indeed commonly
present as structural or coolant flow induced vibrations and these
are in the 0–30 Hz range considered here. For the wavy cases
discussed/studied here, these vibrations are often the primary
cause of observed interfacial oscillations. Although the results
shown in Figs. 7 and 8 are for sinusoidal standing waves on the
condensing surface aty50, more complex two-dimensional or
three-dimensional patterns will arise from a more general noise
that would typically be present. Even if the noise itself is two-
dimensional, any three-dimensional imperfection in the geometry
can cause the waves to become three-dimensional.

For the resonance cases~vertical, horizontal, and zero-gravity!
considered in Fig. 8~a! the resonance phenomena comes into play
~see Narain et al.@11#! when the external noise frequencyf ext and
wavelengthl associated with minuscule standing-wave noise of
the bottom plate are chosen such that:

l f ext~x!>ūsteady~x! (8)

where the steady problem’s phase speedsūsteady(x) in Eq. ~8! is
well defined~see Fig. 5~c!!and is known from the steady solution
for Ze5ZeuNa. At a chosen operating condition, this large growth
rate resonance condition can be actively achieved by placing vi-
bration actuators along the condensing surface with well-defined
frequency shifts or by a passive design~suitable variations in ma-
terial thickness and/or composition! of the plate associated with
the condensing surface. For zero gravity, the resonant noise-
induced waves in Fig. 8~a! lead to enhanced pressure drops~see
Fig. 8~b!!.

The above-described effects of bottom wall standing-wave
noise employ a product of a single wavelength spatial sinusoid
and a single-frequency temporal sinusoid. In practice, there are
several sinusoidal components of different wavelengths and fre-
quencies. Once the actual components of bottom wall noise is
experimentally known~with the help of accelerometers! and
modeled ~say as v1(x,0,t)u I52«•sin(2px/l)•sin(2pt/T)
and v1(x,0,t)u II5«•sin(2px/l)•sin(2pt/T)1«•sin(2px/(l/2))
•sin(2pt/T) in Fig. 9!, the resulting shapes of the different free
surface waves~see Fig. 9!and their effects can be assessed. Ex-
perimental measurements of both the bottom wall noise and real
time film thickness values can be used for further validation and
use of the resonance phenomena.

In Fig. 10, the waves in 0g ~for s5s0) have significantly
greater amplitude for noise amplitude of«55«* as opposed to
«5«* . This is because forward wave speeds are very small and
higher accumulation rates of local interfacial disturbances at
higher amplitudes significantly dominate the damping rates of lo-

Fig. 6 For flow situations specified in Table 1, the above
d„x ,t … predictions „DtÄ10… are for vertical and 0 g cases with
initial data d„x ,0…Ädsteady „x …¿d8„x ,0…, where a nonzero distur-
bance d8„x ,0… has been superposed at tÄ0 on the steady so-
lution dsteady . Here d8„x ,0…Ä0.004"sin„2 pxÕ5… for 3.5Ï xÏ13.5
and d8Ä0 elsewhere.

Fig. 7 Closer to the interface, the figure shows the interface
location and vapor Õliquid streamlines at tÄ300 for a resonant
bottom wall noise given as v 1„x ,0,t …Ä«"sin„2 pxÕl…"sin„2 pt ÕT…
where «Ä0.32EÀ5, lÄ10, and T„x …ÄlÕū steady „x …. The underly-
ing steady solution is for a zero gravity flow in Table 1 with
x eÄ30, ZezNaÄ0.91 and s0Ä15EÀ03 NÕm.
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cal disturbances. In the next section it is seen that surface tension
forces eventually contain these larger amplitudes.

Effects of Surface Tension. For typical interfacial waviness
associated with vertical to horizontal cases in the presence of
gravity ~e.g., the vertical case in Fig. 8~a!!, it is found that the
surface tension and momentum transfer terms in the relation for
interfacial pressures~viz. the second and third terms on the right
side of Eq.~4! in @11#! do not play a role over most of the con-
densing surface~a small leading edge zone over 0<x<«0 , with
«0!1, is excluded because flow physics in this region do not
affect the rest of the flow!. This was computationally verified. For
example, in Fig. 8~a!, waves for vertical and horizontal configu-
rations, remain essentially the same~within 1–2 percent! as sur-
face tensions takes values over 0<s<100s* and the momentum
transfer term in Eq.~4! of @11# is retained or dropped. In other
words, on earth, the value of the forcingv1

i ~see the right side of
Eq. ~7!! that influencesd is dominated, throughp1(x,y,t), by
gravitational forcesuFrx

21u and/oruFry
21u and surface tension is not

influential. The interfacial value ofv1(x,y,t), denoted asv1
i , is

influenced byp1(x,y,t) values which in turn are affected both by
the interfacial liquid pressurep1

i ~see the surface tension term on
the right side of Eq.~4! in @11#! and thex and y-momentum

balance equations in Eq.~2! that play a role in the motion of the
condensate. However, as seen in Fig. 8~a!, effects of surface ten-
sion forces, in the interfacial normal stress condition~see Eq.~4!
of @11#! are not masked in zero gravity where the surface tension
term provides a key effect~which, for typically small surface ten-
sion values, becomes more significant whenever the curvature or
dxx values become large!. Thus surface tension particularly plays
a significant role in 0g response to bottom wall noise of amplitude
above certain values~compare «5«* with «55«* for non-
resonant 0g cases in Fig. 10!. This is because higher noise ampli-
tudes cause accumulation of interfacial disturbances to exceed
their removal/damping rates and an unsteady situation is attained
where the wave amplitudes are contained by just the right varia-
tions in curvature that are consistent with the role of surface ten-
sion forces in the normal stress condition. Furthermore, in Fig. 10,
it is seen that the above-described dynamics is such that there is a
wave amplitude decrease as surface tension values increase~for
s0530s* ) and a wave amplitude increase with decrease in sur-
face tension~for s05s* /30). Computations also verify that an
assumption of a hypothetical zero surface tension at the interface
does not allow zero gravity flows to withstand average values of
wall heat flux (qw9 [2k1•]T1 /]yuy50) are only slightly higher

Fig. 8 „a… For flow situations specified in Table 1 and x eÄ35,
the above d„x ,t … values at tÄ0 „with ZeÄZezNa… and tÄ20 are
for resonant and non-resonant bottom wall noise given as
v 1„x ,0,t …Ä«"sin„2 pxÕl…"sin„2 ptÕT…, «Ä0.24EÀ05 and lÄ10. For
nonresonant cases TÄ24 and for resonant cases TÄT„x …
ÄlÕū steady . „b… For flow situations specified in Table 1 and x e
Ä35, the steady and unsteady values of exit pressures
are shown as a function of x . The predictions are for case 1:
vertical „aÄ90 deg…, case 2: horizontal in 1 g „aÄ0 deg, Fr y

À1

Ä0.233… and case 3: 0g „Fry
À1Ä0…. The waves are due to bottom

wall noise specified in Fig. 8 „a….

Fig. 9 For flow situations specified in Table 1, the d„x ,t … val-
ues at tÄ0 „with ZeÄZezNa… and tÄ25 are for different bottom
wall noises defined as: v 1„x ,0,t …z IÄ2«"sin„2 pxÕl…"sin„2 pt ÕT…,
and v 1„x ,0,t …z IIÄ«"sin„2 pxÕl…"sin„2 ptÕT…¿«"sin„2 pxÕ„lÕ2……
"sin„2 ptÕT… where «Ä0.24EÀ05, lÄ10, TÄT„x …ÄlÕū steady , and
s0Ä0.015 NÕm.

Fig. 10 For flow situations specified in Table 1, the dsteady „x …
and d„x ,t … predictions are for resonant and nonresonant bot-
tom wall noise with different amplitudes « „«* or 5«* … and dif-
ferent surface tensions s0 „s* or 30s* or s* Õ30…. The noise in
the legend are specified by v 1„x ,0,t …Ä«"sin„2 pxÕl…"sin„2 pt ÕT…,
«*Ä0.24EÀ05, lÄ10, and s*Ä0.015 NÕm. For nonresonant
cases, TÄ24 and for resonant cases, TÄT„x …ÄlÕū steady .
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than time averaged values of interfacial heat-flux (qi9[2k1

•]T1 /]nu i). This is because transverse conduction heat transfer
significantly dominates sensible cooling~i.e., mean liquid tem-
perature drops somewhat with distancex!.

It is recalled that heat transfer rates can also be increased under
constrained exit conditions associated with compressible vapor
flows—e.g., by increasing the exit pressure~or decreasingZe from
0.50 to 0.38 in Fig. 5 of@11#!. The noise sensitivity analyses and
flow regime ~e.g., plug/churn versus annular flows! issues for
these constrained cases are not studied here and are not fully
understood at this point.

Effects on Shear Stress. Effects of noise-induced persistent
waves are best reported as mean interfacial tangential stressT̄nt0

i

on a representative or mean steady locationdsteady(x) of the inter-
face (d(x,t)[dsteady(x)1d8(x,t)). Replacingdsteady(x) by steady
interfacial location att50 ~obtained, as in Fig. 5~a!, under noise-
free conditions for exit conditionZe5ZeuNa), a mean tangential
stress~over time duration@ t i ,t f #, wheret i and ‘‘t f2t i ’’ are suffi-
ciently large times!along the unit tangentt̂0(x) at x is defined as

T̄nt0
i [

1

~ t f2t i !
E

t i

t f

$T1
i n̂"t̂0%+dt[r1U2

• t̄nt0
i , (9)

where T1
i is the stress tensor value at the liquid interface (T1

i

[2p1
i 11S1

i ) and n̂ is the unit normal on the interface~see defi-

nitions given in the appendix of@11#!. Clearlyt̄nt0
i in Eq. ~9! is the

nondimensional value of the physical stressT̄nt0
i . On the bottom

wall, at y50, with unit vectorsn̂5ĵ and t̂05 î; the nondimen-
sional wall shear stresst̄w is similarly defined.

The interfacial and wall shear values are shown in Figs. 12~a,b!.
Under influence of gravity, as the condensate speeds up in Fig.
12~a!, gravity driven waves cause a shear enhancement. It was
verified that this enhancement is primarily due to viscous stresses
and the pressure-drag contribution in Eq.~9! is very small. On the
contrary, in the shear-dominated situation in Fig. 12~b!, gravita-
tional energy is not available; and, as a result, waves slightly
decrease the mean interfacial shear as more of the instantaneous
energy imparted to the condensate by the instantaneous values of
the interfacial shear stress~i.e., vapor exerted traction on the liq-
uid! must be used to sustain fluctuations on the liquid interface.
However, unlike Fig. 12~a!, in shear-dominated cases of Fig.
12~b!, interfacial shears are much larger relative to wall shears.

Effects of Nonconstant Wall Temperatures. In most appli-
cations, the condensing surface temperature Tw~x) is not a con-
stant. As shown in Fig. 13, all else remaining the same, two dif-
ferent wall temperature variations Tw~x) lead to predictions of

Fig. 11 „a… For the flow situations specified in Table 1, x e
Ä35, and vertical configuration; the figure shows steady and
time-averaged values of heat flux at the wall and at the inter-
face; and „b… for the flow situations specified in Table 1, x e
Ä35, and 0 g configuration; the figure shows steady and time-
averaged values of heat flux at the wall and at the interface

Fig. 12 „a… For the flow situations specified in Table 1, x e
Ä35, and vertical configuration; the figure shows steady and
time-averaged values of shear stress at the wall „ t̄w… and the
tangential stress „ t̄nt 0

i
… at the steady interface location; and „b…

For the flow situations specified in Table 1, x eÄ35, and 0 g con-
figuration; the figure shows steady and time-averaged values
of shear stress at the wall „ t̄w… and the tangential stress „ t̄nt 0

i
…

at the steady interface location
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natural exit conditionsZeuNa which are somewhat different but
close to one another because both temperature variations have the
same average value between the inlet and the exit. As a conse-
quence, as is seen in Fig. 13, on average, both the condensate
thickness and wall heat flux values are also reasonably close to
one another.

6 ConclusionsÕResults
In addition to a brief summary of the algorithm and vertical

channel results reported in Narain et al.@11#, the new results re-
ported here are:

• For unconstrained exit conditions, the effectiveness~by way
of showing compatibility with known experiments! of the un-
steady noise-free simulation method for identifying the natural
exit condition and associated attracting steady solution has been
demonstrated for the shear-dominated cases~zero gravity and
horizontal configurations! as well.

• The nonresonant and resonant effects of ubiquitous minuscule
bottom plate vibrations on the stable steady solutions are demon-
strated here for shear-dominated cases~zero gravity and horizon-
tal configurations! and compared with the earlier results for grav-
ity dominated vertical case.

• It is shown that, for suitably large~yet minuscule!amplitude
bottom wall vibrations, the ability to sustain condensing surface
noise in zero gravity is due only to normal stress effects of surface
tension. Furthermore it is shown that zero gravity cases show
significantly higher accumulation of noise-induced disturbances
resulting in higher amplitude waves as compared to similarly in-
duced waves in terrestrial environments.

• Effects of surface tension were shown to be insignificant for
terrestrial environments~horizontal to vertical!.

• Effects of surface tension in the tangential stress condition
~the Marangoni effects! are found to be negligible in all environ-
ments.

• A weaker stability and higher noise-sensitivity of the zero
gravity steady solutions is demonstrated. It is inferred that an
active control for holding the natural exit condition fixed, active
reductions in condensing surface noise levels, an increase in nor-
mal stress on the liquid interface by electrical or other means, etc.
are needed for stable realizability of annular condensing flows in
space-based applications.

• The proposed computational method’s ability to predict sig-
nificant flow variables~streamlines, interfacial and wall values of
shear and heat-flux, etc.! for constant and non-constant wall tem-
peratures is demonstrated.

The above results provide an understanding that is necessary
for further enhancement of the reported simulation methods and
codes. Future enhancements will allow considerations of: vapor
compressibility effects for constrained exit cases, simulations for

longer channels and thicker condensates, and more general han-
dling of the interface tracking equation~Eq. ~6!! that allows pre-
dictions of phenomena that exhibit interfacial pinch-off and drop-
let formations.

Acknowledgment
This work was partially supported by the NSF grant CTS-

0086988, and a grant~NNCO4GB52G! from NASA office of Bio-
logical and Physical Sciences.

Nomenclature

Cp 5 specific heat, J/~kg-K!
h 5 gap between the plates~see Fig. 1!, m

hfg 5 latent heat (hg2hf), J/kg
Ja 5 Jacob number, Cp1DT/hfg
k 5 thermal conductivity, W/~m-K!
p 5 pressure, N/m2

p0 5 pressure at the inlet, N/m2

qw9 5 bottom wall heat flux at any point and time, W/m2

ReI 5 Reynolds numbersr IUh/m I
Rein 5 inlet Reynolds number Re2

T 5 temperatures, K
DT 5 temperature difference between the vapor and the

wall, K
U 5 value of the average vapor speed at the inlet, m/s

~u,v! 5 values of x and y components of velocity, m/s
~u,v! 5 nondimensional values of u and v

~x,y,t! 5 physical distances along and across the bottom plate
and time,~m,m,s!

~x,y,t! 5 nondimensional values of~x,y,t!
Ze 5 ratio of exit vapor mass flow rate to total inlet mass

flow rate

Greek Symbols

d 5 nondimensional value of condensate thickness
D 5 physical value of condensate thickness, m
« 5 amplitude of nondimensional disturbances represent-

ing values ofv1(x,0,t)
m 5 viscosity, Pa-s
n 5 kinematic Viscositym/r, m2/s
p 5 nondimensional pressure
r 5 density, kg/m3

s 5 surface tension, N/m
u 5 nondimensional temperature

t̄w 5 steady or time-averaged nondimensional wall shear
stress

t̄nt0
i

5 steady or time-averaged nondimensional tangential
shear stress at a point on a steady interface location

Subscripts

I 5 it takes a value of 1 for liquid phase and 2 for vapor
phase

s 5 saturation condition
w 5 wall

Superscripts

i 5 value of a variable at an interface location
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Pressure Drop During Refrigerant
Condensation Inside Horizontal
Smooth, Helical Microfin, and
Herringbone Microfin Tubes
This paper presents a study of pressure drops during condensation inside a smooth, an
18-deg helical microfin, and a herringbone microfin tube. Measurements were conducted
with refrigerant flowing through the tube of a concentric heat exchanger, with water
flowing in a counterflow direction in the annulus. Each tube was part of a condenser
consisting of eight subcondensers with instrumentation preceding each subcondenser.
Three refrigerants were used, namely, R-22, R-407C, and R-134a, all operating at a
saturation temperature of 40 °C with mass fluxes ranging from 400 to 800kg/m2 s. Inlet
qualities ranged from 0.85 to 0.95 and outlet qualities ranged from 0.05 to 0.15. The test
results showed that on average for the three refrigerants the pressure gradients of the
herringbone microfin tube were about 79% higher than that of the smooth tube and about
27% higher than that of the helical microfin tube. Further, a correlation from the litera-
ture for predicting pressure drops inside a helical microfin tube was modified for the
herringbone microfin tube. The modified correlation predicted the data to within an error
of 1% and had an absolute mean deviation of 6.8%. This modified correlation compared
well with a correlation from the literature that predicted the data to within an error of 7%.
@DOI: 10.1115/1.1795240#

Keywords: Refrigerant Condensation, Smooth Tube, Helical Microfin Tube, Herringbone
Microfin Tube, Pressure Drop, Flow Regime

Introduction
Many types of augmentation techniques exist today, with tubes

having internal microfins being most common. A study conducted
by Liebenberg@1#, using helical microfin tubes with an inner di-
ameter of 8.9 mm, showed that these tubes have a heat transfer
coefficient increase of about 200% compared to that of a smooth
tube. With this increase in heat transfer coefficients, however,
there was also an increase in pressure drop. It was found, on
average, that this increase was about 100% higher than that inside
a smooth tube. These pressure drops were attributed to the in-
creased vapor velocities in a helical microfin tube condenser,
brought about by the greater regions of annular flow, which in turn
increases the turbulence inside the tube compared to a smooth
tube @1#. The fins redistribute the liquid layer around the circum-
ference of the tube, forcing the flow to become annular rather than
intermittent or stratified.

In the mid-1990s a new generation of microfin tube was being
developed, one of them being the herringbone microfin tube. This
tube consists of a double V-groove, as shown in Fig. 1(a), with
grooves embossed on the inner surface. The orientation was cho-
sen such that the liquid would converge at the top and bottom of
the tube and diverge at the sides@Fig. 1(b)]. Due to the effect of
gravity, especially at low velocities, the distribution of liquid at
the bottom of the tube will be higher than at the top. The heat
transfer enhancement, as explained by Miyara et al.@2#, is due to
the thin film layer on the sides and the mixing of the converging
liquid at the top and bottom of the tube.

Table 1 gives a short summary of the experimental conditions
used in previous work@3–5# on herringbone microfin tubes. The

mass fluxes ranged from 100 to 400 kg/m2 s and in some cases are
lower than required for heat-pump water-heater applications
where the mass fluxes range up to 1000 kg/m2 s. Although smaller
tubes are being investigated by other researchers, especially in
countries such as the US and Asia where tube diameters as low as
4 mm are being introduced, 3/8 in. (;9.5 mm) tubes are still the
most common tubes used in residential and commercial air con-
ditioners, heat pumps, and refrigeration systems.

The objective of this paper is to first introduce experimental
findings of condensation pressure drops inside herringbone micro-
fin tubes at mass fluxes higher than were published before
(400– 800 kg/m2 s) and inside tubes with larger diameters~8.5
mm inside and 9.53 mm outside!. The second objective is to com-
pare the experimental data of the herringbone microfin tube to
experimental data on smooth and helical microfin tubes. Third, the
pressure-drop data were used to develop a modified pressure-drop
correlation for a herringbone microfin tube.

Experimental Facility
The experimental test facility consisted of two main sub-

systems: the vapor-compression loop and the water loops. A sche-
matic of the experimental setup is given in Fig. 2. Each of the
sub-systems was of the closed-loop type. The vapor-compression
loop consisted of a hermetically sealed reciprocating compressor
having a nominal cooling capacity of 9.6 kW, an oil separator with
a maximum discharge volume of 2.6 m3/h, a manually adjustable
expansion valve, a water-heated evaporator, and a water-cooled
test condenser. Three test condensers were used, namely, a smooth
tube, an 18-deg helical microfin tube, and a herringbone microfin
tube. Geometric parameters of the tubes as well as their lengths
are given in Table 2. The lengths of the tubes were chosen to
obtain an energy balance better than 1%. The orientation of the
herringbone microfin tube was chosen such that the liquid con-
verges at the top and bottom of the tube and diverges at the sides.
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Visual inspection ensured that the orientation of each tube was
maintained during the manufacture of the condenser. Sight
glasses, cylindrical in shape, were used to visualize the flow pat-
terns inside the tubes. The inner diameter of these sight glasses
was the same as the inner diameter of the condenser tubes. This
was done so that the flow inside the tubes would not be affected.

The test condenser was of the tube-in-tube type with refrigerant
flowing in the inner tube and water flowing in a counterflow di-
rection in the annulus. The cold and hot water loops were con-
nected to the condenser and evaporator, respectively. On the con-
densing side the cold water was used as a heat sink, removing the
latent heat from the condensing refrigerant. The water temperature
was kept constant in the range of 20– 25°C~depending on the
experiments conducted! in a 1000 l insulated reservoir connected
to a 15 kW chiller. The water gauge pressure in the annulus was
maintained between 70 and 140 kPa to prevent the formation of
air bubbles, which could affect temperature readings and the heat
transfer from the refrigerant to the water. A centrifugal pump
pumped the chilled water to the double-tube condenser. A hand-
controlled valve controlled the water flow rate through the test
sections. After passing through the condenser, the water returned
to the reservoir of the chiller unit.

A similar hot water flow loop was used on the evaporating side,
also with an insulated 1000 l reservoir, but connected to a 12 kW
electric resistance heater. The reservoir water temperature was
varied between 30°C and 40°C depending on the experiments
conducted. Increasing or decreasing the temperature of the water
through the evaporator altered the refrigerant density at the com-
pressor inlet and thus the refrigerant mass flow.

For the smooth and helical microfin tube, two resistance tem-
perature detectors~RTDs! were used prior to each subsection,
placed at the top and bottom of the inner tube. This was done to
obtain an average temperature of the tube since the distribution of
the liquid layer inside the tube would under- or overestimate the
temperature measurement if only one RTD were used. For the
herringbone microfin tube, however, the RTDs were placed at the
top and on the side of the inner tube because the liquid film
thickness on the top is much thicker than on the side. The absolute
pressures of the condensing refrigerant were measured with piezo-
electric pressure transducers, which were positioned at the inlet of
each condenser subsection. Two Coriolis mass flow metres were
used for the vapor compression loop and the cold-water loop. The

uncertainties of the instruments, given in Table 3, were calculated
by using the method of Kline and McClintock@6#.

Data Reduction

Deduction of Vapor Quality. The properties of the refriger-
ant at the inlet and outlet of the condenser were determined by
temperature and pressure measurements. From these measure-
ments the thermophysical properties of the condensing refrigerant
were determined by interpolating the superheated~at the inlet of
the condenser!and subcooled~at the outlet of the condenser!
tables that were obtained from REFPROP@7#. The refrigerant
properties for the rest of the condenser~two-phase sections! were
determined by assuming that the calculated values of the heat
transferred to the water was more accurate than the values calcu-
lated for the refrigerant. With this assumption the enthalpy values
of the refrigerant could be deduced. In the first test subsection the
water heat flux was equated to the refrigerant heat flux~due to the
refrigerant enthalpy change! to obtain the outlet enthalpyho . This
outlet enthalpy was then used as the inlet enthalpyhi for the next
subsection. This procedure was repeated for all eight subsections
@1#.

The average sectional vapor quality was thus obtained by

xi5
hi2hL

hL2hV
with hL and hV measured atTi

xo5
ho2hL

hL2hV
with hL and hV measured atTo (1)

The average vapor quality of each test subsection was then
determined as

x5
xi1xo

2
(2)

Pressure Drop and Pressure Gradients. The total pressure
drop was defined as

Dpi5Dpm1Dpf1Dpg (3)

where the momentum pressure dropDpm is defined as

Fig. 1 a… Basic geometry of the herringbone microfin tube „not to scale… and b… an illustration of
how condensate is distributed inside the tube for the adopted orientation „exaggerated …

Table 1 Experimental conditions of previous work done on herringbone microfin tubes

Ebisu and Torikoshi@3# Miyara et al.@4# Goto et al.@5#

Tube inside diameter@mm# 7 7 8
Total condenser length@m# 0.54 4 2
Refrigerant R-22, R-407C R-22, R-410A R-22, R-410A
Saturation temperature@°C# 50 40 40
Mass flux range@kg/m2 s# 150–400 100–400 200–340
Pressure-drop measurements Local Average Average
Correlation No Yes No
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Dpm5G2H F ~12x!2

rL~12«!
1

xa

rV«G
out

2F ~12x!2

rL~12«!
1

x2

rV«G
in
J (4)

The void fraction « used was that given by Rouhani and
Axelsson @8#. Since the tubes were horizontally positioned, the
gravitational pressure dropDpg was neglected. The frictional
pressure dropDpf was calculated from known correlations ob-
tained in the literature.

The measured pressure between each subsection that was in a
two-phase region was subtracted from each other to obtain the
total experimental pressure drop per subsection. This in turn was
divided by the subsection length to obtain the pressure drop per
unit condenser length, or the pressure gradient.

Penalty Factor. The parameter used to compare the pressure-
drop characteristics of the herringbone microfin tubes to those of

Fig. 2 Schematic of the experimental facility

Table 2 Inner tube geometric parameters of the test condensers

Type Smooth Helical Herringbone

Material
Hard-drawn

copper
Hard-drawn

copper
Soft-drawn

copper

Helix angle,b @°# - 18 16
Apex angle,g @°# - 40 25
Number of fins,n @-# - 60 70
Fin base thickness,tb @mm# - 1.672 0.0887
Outside diameter,Do @mm# 9.52 9.55 9.51
Inside diameter,Di @mm# 8.11 8.94 8.52
Tube wall thickness,tw @mm# 1.4 0.307 0.3
Equivalent diameter,De @mm# 8.11 8.79 8.82
Fin height,e @mm# - 0.209 0.2
Actual flow area,Af a @m2# 51.731026 60.6431026 61.1631026

Condenser subsection length@m# 1.5 1.13 0.563
Condenser total length@m# 12 9 4.5

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 689

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the smooth and helical microfin tube is the penalty factorPF. The
penalty factor is defined as the ratio of the measured total pressure
gradient in the herringbone microfin tube to the measured total
pressure gradient in the smooth tube@Eq. ~5!# and the ratio of the
measured total pressure gradient in the herringbone microfin tube
to the measured total pressure gradient in the helical microfin@Eq.
~6!# as follows:

PF5S Dph

Dps
D (5)

PF5S Dph

Dphe
D (6)

Flow Regimes. With the aid of mini digital video cameras
and the flow regime maps developed by Thome@9#, flow patterns
were identified within the tubes, thus allowing the determination
of flow regime transitions. The Froude rate, defined as

Ft5F G2x3

~12x!rv
2gDi

G1/2

(7)

which is essentially the ratio relating the kinetic energy of the
vapor to the amount of energy required to pump the liquid from
the bottom to the top of the tube. In regions where gravitational
drag becomes dominant, the Froude rate expresses how the energy
dissipation due to liquid waves and liquid mass movement around
the tube’s diameter are related to the energy in the flow stream@1#.

Experimental Results
Prior to obtaining experimental data on the herringbone micro-

fin tube, experiments were conducted on the smooth and helical
microfin tubes. These data were compared to pressure-drop corre-
lations obtained from the literature. For the smooth tube the
pressure-drop data were predicted on average for the three refrig-
erants to within 33% using the correlation of Lockhart and Mar-
tinelli @10#. The correlation of Cavallini et al.@11# was used for
the helical microfin tube and predicted the pressure-drop data to
within 13%.

Figure 3 shows the use of the flow regime maps of Thome@9#.
For the smooth tube, the transition quality was calculated in the
manner described by Thome@9# and is given in Fig. 3(a). This
method was, however, only applicable for smooth tubes, and a
new method needed to be developed for the helical and herring-
bone microfin tubes. The method used by Liebenberg@1# for de-
termining the transition quality was implemented for the smooth
tube, and the results differed by a quality of as little as 0.001. This
meant that this new method could be used for the helical and
herringbone microfin tubes. The flow regime maps for the helical
and herringbone microfin tubes are given in Figs. 3(b) and 3(c).
In these maps the transition quality from annular to intermittent

flow is different for each tube; the smooth tube having the highest
transition quality and the herringbone microfin tube having the
lowest.

Figure 4 shows a summary of the pressure gradients for the
three refrigerants inside the smooth, helical microfin and herring-
bone microfin tubes as a function of the average vapor quality at
mass fluxes of 400, 600, and 800 kg/m2 s. The overall trend for
the three refrigerants is that the pressure gradients increase with
an increase in vapor quality. At high qualities where the pressure
gradients are the highest, the flow was found to be annular, im-
plying that the main reason for the drop in pressure was due to the
increased turbulence formed by the high-velocity vapor-
generating friction against the liquid annulus. Looking at Eq.~7!,
the Froude rate has a high value for high qualities, and thus, the
flow is shear dominated. As the quality decreases a transition
starts to occur between annular and intermittent flow and the va-
por and liquid velocities become similar. For this reason the pres-
sure gradients are much lower and from Eq.~7! the Froude rate
has a small value, implying that the flow is gravity dominated.

For the smooth tube this transition region occurred at a quality
of about 50%@12#. For the helical microfin and herringbone mi-
crofin tubes the transition occurred at a quality of 28% and 26%
@12,13#, respectively. This is characterized by a sharp increase in
pressure gradient at qualities higher than the transition qualities.
Thus, for the helical and herringbone microfin tubes, due to the
increased turbulence generated by the fins, annular flow occurs
over a larger vapor-quality region than for the smooth tube. This is
visually shown in Table 4 from the captured video images. Look-
ing at a quality of about 0.46, for the smooth tube the flow is
intermittent, with slugs and plugs forming at the top of the tube,
while the helical and herringbone microfin tubes are still in annu-
lar flow, noting that there is a liquid film layer around the circum-
ference of the tube. This implies that the fins redistribute the liq-
uid around the circumference of the tube, extending the annular
flow regime down to lower qualities. This further implies that the
average pressure gradients for these tubes will be higher due to
the increase in turbulence found in annular flow. Since the transi-
tion quality for the herringbone microfin tube is lower than that of
the helical microfin tube, one can expect the overall pressure
drops~on average!for the herringbone microfin tube to be higher.

Figure 5 shows a summary of the average pressure gradients for
condensation as a function of the mass flux. The overall trend is
that the pressure gradients increase with an increase in mass flux.
Further, it is noted that the local pressure gradients~Fig. 4!and the
average pressure gradients~Fig. 5! of R-134a are always higher
than that of R-22 and R-407C, with R-407C being the lowest. This
concurs with expectations, as R-134a is a low-pressure refrigerant,
which implies higher vapor velocities, resulting in higher relative
pressure drops than those for the higher-pressure refrigerant.

Comparisons of Pressure-Drop Penalty Factors
The penalty factors for the herringbone microfin tube were de-

termined by analyzing the ratio of the pressure drops of the her-
ringbone microfin tube to the pressure drops of the smooth@Eq.
~3!# and helical microfin tubes@Eq. ~4!#, reduced to equivalent
lengths. The plots of the penalty factors are given in Fig. 6. For
the plots against the smooth tube, Fig. 6(a), the penalty factors
are always greater than one throughout the mass flux range, im-
plying that the herringbone microfin tube overall has a higher
pressure drop than that of the smooth tube. On average, when
using R-22, the pressure drop is 84% higher than in the smooth
tube, while when using R-407C and R-134a the pressure drops are
80% and 72% higher, respectively. On average for the three re-
frigerants the herringbone microfin tube has a 79% higher pres-
sure drop than that of the smooth tube. This increase is due to the
increase in turbulence generated by the fins. As was explained
previously, the fins extend the annular flow regime to lower quali-
ties by redistributing the liquid around the circumference of the
tube. This is also shown visually in Table 4.

Table 3 Estimated 95% uncertainties for the experimental in-
strumentation and Eq. „9… data

Measurements Uncertainty

Refrigerant temperature 0.14 K
Water temperature 0.11 K
Saturation temperature 0.12 K
Pressure 0.23%
Refrigerant mass flow rate 0.23%
Water mass flow rate 0.28%
Average quality 3.02%
Viscosity 0.10%
Density 0.03%
Re 1.02%
Xtt 3.82%
FL

2 4.46%
DpLo 4.80%
Dp 6.80%
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The penalty factors for the herringbone microfin tube against
that of the helical microfin tube are given in Fig. 6(b). For R-22
the pressure drops of the herringbone microfin tube are about 41%
higher than that of the helical microfin tube. This agrees well with

the work of other researchers@2–5,8#. For R-407C and R-134a,
however, the penalty factors at lower mass fluxes
(400– 500 kg/m2 s) are below one. An explanation is that the flow
over the fins, as explained by Wang et al.@14#, induces a viscous

Fig. 3 Determining the transition qualities by making use of a… the Thome †9‡ map for the smooth
tube, and the method used by Liebenberg et al. †13‡ for b… the helical microfin tube and c… the
herringbone microfin tube
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sublayer thickness, buffer layer, and an integral constant in the
log-law that is greater than that for the helical microfin tube, im-
plying that the fins might have a drag reduction effect when com-
pared to the helical microfin tube. At higher mass fluxes the pres-
sure drops for these two refrigerants are, respectively, about 17%
and 24% higher. On average for the three refrigerants the pressure
drops of the herringbone microfin tube are about 27% higher than
those of the helical microfin tube.

Comparisons With Other Pressure-Drop Correlations
Figure 5 gives plots of the correlation of Miyara et al.@4# with

regard to the herringbone microfin tube experimental data. The
deviations were calculated by

Mean Deviation ~%!5
Dppd2Dpex

Dpex
3100 (8)

The experiments of Miyara et al.@4# were conducted at low
mass fluxes~100 to 400 kg/m2 s) with refrigerants R-22 and
R-410A ~see Table 1!, also from where they derived their corre-
lation. From Fig. 4 it follows that the correlation slightly deviates
from the data at high mass fluxes, especially for R-407C and
R-134a. On average, however, this correlation only underpre-
dicted the data by 7%, implying that it could be used at mass
fluxes higher than 400 kg/m2 s and maybe even for refrigerants
other than R-22 and R-410A.

Modification of a Pressure-Drop Correlation
The correlation developed by Carnavos@15# for finned tubes

was modified for the herringbone microfin tube. The pressure drop
due to friction is given by the product of the liquid-only pressure
drop and a two-phase multiplier

Dpf5DpLoFL
2 (9)

with the two-phase multiplier being that of Souza and Pimenta
@16#,

FL
251.3761

7.242

Xtt
1.655 (10)

The modified Darcy-Weisbach equation as obtained from Friedel
@17# was calculated by

DpLo5
2 f LoG2~12x!2L

rLDi
(11)

The liquid-only friction factor, as given by Carnavos@15# for a
finned tube

f Lo50.046 ReL
20.2S Di

De
D S A

An
D 0.5

~secb!0.75 (12)

with De being the equivalent inner tube diameter taking the fins
into account,Di the fin-root diameter,An the nominal flow area
based on the fin-root diameter, andA the actual cross-sectional
flow area of the tube. The area ratio for the microfin tube as given
by Azer and Said@18# is

A

An
512

4ent

pDi
2 cosb

(13)

with e being the fin height,n the number of fins,t the fin thick-
ness, andb the helix angle of the fins. The terms secb and cosb
in Eqs. ~12! and ~13! account for the swirling effect induced by
the fins inside the helical microfin tube. By multiplying the cos

Fig. 4 Pressure gradients at mass fluxes of 400, 600, and 800 kg Õm2 s for the three tubes and refrig-
erants tested
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and sec terms by a factor 2 and changing the power of the
sec term in Eq.~12! from 0.75 to 1.1, the equations become,
respectively,

f Lo50.046 ReL
20.2S Di

De
D S A

An
D 0.5

~2 secb!1.1 (14)

A

An
512

2ent

pDi
2 cosb

(15)

The experimental pressure-drop data using the modified corre-
lation were predicted to within an error of 1%, having an absolute
mean deviation of 6.8%; 94% of the data were predicted within
620%. This is visually shown in Fig. 7. The modified correlation
is also visualized with the experimental data in Fig. 4. The uncer-
tainties of Eq.~9! are given in Table 3.

To summarize, Eqs.~14! and~15! can be given in a more gen-
eral form as follows:

f Lo50.046 ReL
20.2S Di

De
D S 12

Xent

pDi
2 cosb D 0.5

~X secb!Y

For helical microfin tubes:

X5 1

Y5 0.75 (16)

For herringbone microfin tubes:

X5 2

Y5 1.1

Table 4 Images of R-134a condensing at a mass flux of 500 kg Õm2 s for the three tubes tested
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When comparing the proposed correlation with that of Miyara
et al. @4# in Fig. 5, at high-mass fluxes the two differ by as much
as 19%, but seem to converge to a point as the mass flux de-
creases. This is due to the fact that both correlations are strongly
dependant on the mass flux. Further, the correlation of Miyara
et al. @4# at high mass fluxes predicts higher pressure drops than
the proposed correlation. This, however, changes from a mass flux
lower than 500 kg/m2 s where the proposed correlation predicts
higher pressure drops. It is also noted that the two correlations are
similar in form; the correlation of Miyara et al.@4# is defined in
terms of a vapor-only pressure drop multiplied by a modified form
of the Haraguchi et al.@19# two-phase multiplier.

Conclusion
Experiments for refrigerant pressure drops were conducted with

herringbone microfin tubes during condensation and compared
with the performance of their smooth and helical microfin coun-
terparts. The condensers were of the tube-in-tube type with the
refrigerant flowing in the inner tube and cooling water in a coun-
terflow direction in the annulus. Three refrigerants were tested,
namely, R-22, R-134a, and R-407C. All tests were conducted at a
nominal saturation temperature of 40°C and at mass fluxes rang-
ing from 400 to 800 kg/m2 s.

The results showed that for all three test condensers the pres-
sure gradients increased with an increase in quality. The trends of
the pressure gradients were due to the increase in turbulence from
the intermittent to the annular region. These transitions occurred
at an average vapor quality of 50%, 28%, and 26% for the
smooth, helical microfin, and herringbone microfin tubes, respec-

Fig. 5 Average pressure drops of the experimental data and that predicted by Miyara et al.
†4‡ and the newly developed correlation for refrigerants R-22, R-407C, and R-134a

Fig. 6 Penalty factors for the herringbone microfin tube
against a… the smooth tube and b… the helical microfin tube for
R-22, R-407C, and R-134a
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tively. The high pressure gradients, found at the high-quality re-
gions ~above the transition qualities!, were due to the friction
generated during annular flow by the high-velocity vapor core
against the slow-moving liquid annulus. At low qualities where
the flow was intermittent~below the transition qualities!, and thus
gravity dominated, the pressure gradients were lower and re-
mained more or less constant. It was concluded that the fins on
both the helical and herringbone microfin tubes redistributed the
liquid layer around the circumference of the tube, extending the
annular flow regime to lower qualities, thus having a longer range
in which the flow is very turbulent.

With the pressure-drop data, the penalty factors of the herring-
bone microfin tube against that of the smooth and helical microfin
tubes were calculated. The results indicated that, for the herring-
bone microfin tube against the smooth tube, the penalty factors
were always above one. On average the pressure drops of the
herringbone microfin tube were about 79% higher than those of
the smooth tube. Results also indicated that the penalty factors for
the three refrigerants were almost the same.

For the herringbone microfin tube against the helical microfin
tube, the penalty factors for R-407C and R-134a were less than
one for low mass fluxes. An explanation for this is that the fins
might have a drag-reducing effect due to a larger viscous sublayer
thickness, buffer layer, and a greater integral constant in the log-
law. For R-22, however, the penalty factors were, on average,
greater than one. For the three refrigerants, the pressure drops
were, on average, about 27% higher.

The correlation of Miyara et al.@4#, which was initially devel-
oped from R-22 and R-410A data inside a herringbone microfin
tube, deviated from the measurements of this study on average by
7%, even though it was used to predict the pressure drops of not
only R-22, but also R-407C and R-134a. This implied that this
correlation could maybe be used for refrigerants other than R-22
and R-410A at higher mass fluxes.

An existing helical microfin tube correlation obtained from the
literature was modified to predict the pressure drops inside the
herringbone microfin tube. The results indicated that this modified
correlation predicted the data within an average error of 1% and
an average mean deviation of 6.8%.
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Nomenclature

A 5 area
D 5 diameter
e 5 fin height

Ft 5 Froude rate
f 5 friction factor

G 5 mass flux
h 5 enthalpy
L 5 length
n 5 number of fins

Dp 5 pressure drop
PF 5 penalty factor
Re 5 Reynolds number
T 5 temperature
t 5 thickness
x 5 vapor quality

Xtt 5 Lockhart-Martinelli parameter
X, Y 5 constants, Eq.~16!

Greek Letters

b 5 helix angle
« 5 void fraction
g 5 apex angle
r 5 density

Subscripts

b 5 base
e 5 equivalent

ex 5 experimental
f 5 friction

f a 5 actual flow
g 5 gravitational
h 5 herringbone

he 5 helical
i 5 inside, inlet

L 5 liquid
Lo 5 liquid only
m 5 momentum
n 5 nominal
o 5 outside, outlet

pd 5 predicted
s 5 smooth
V 5 vapor
w 5 wall
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Three-Dimensional Numerical
Simulation on Laminar Heat
Transfer and Fluid Flow
Characteristics of Strip Fin
Surface With X-Arrangement of
Strips
In this paper, a numerical investigation of air side performance of strip fin surface is
presented. Three-dimensional numerical computation was made for a model of a two-row
finned tube heat exchanger. The tube configuration is simulated with step-wise approxi-
mation, and the fin efficiency is also calculated with conjugated computation. Four types
of fin surfaces were studied: A-the whole plain plate fin; B-the strip fin with strips located
in the upstream part of the fin; C-the strip fin with strips located in the downstream part
of the fin; and D-the strip fin with strips covering the whole fin surface. It is found that the
strip fin with strips located in the downstream part of the fin surface (fin C) has higher
heat transfer rate than that with strips in the upstream part (fin B) at the same conditions,
while the pressure drop of fin C is a bit lower than that of fin B. A comprehensive
performance comparison was conducted by using the goodness factor and the pumping
power consumption per unit surface area. It is revealed that between the two strip fins the
performance of fin C is better than fin B with same strip number. Detailed discussion is
provided from the view point of synergy between velocity and temperature gradient. It is
shown that the synergy between velocity and temperature field becomes worse in the
downstream part of the fin surface, and it is this place that enhancement technique is
highly needed. The strip location of fin C just fits this situation. The present numerical
work provides useful information on where the enhancement element should be posi-
tioned. @DOI: 10.1115/1.1798971#

Keywords: Convection, Enhancement, Finite Difference, Finned Surfaces, Heat Transfer

1 Introduction
Plate fin-and-tube heat exchangers are widely used in various

engineering fields, such as HVAC&R~heating, ventilating, air-
conditioning and refrigeration!, automobiles, etc. It is an effective
way to reduce the air-side thermal resistance which is often the
major part of the overall thermal resistance of many industrial
heat exchangers. Different types of plate-fin have been proposed,
including the plain plate fin, the offset strip fin, the louver fin and
the strip fin~slotted fin surface with protruding strips!. According
to traditional understanding of heat transfer enhancement mecha-
nism, the major idea adopted in these fin surfaces is to interrupt
the flow by repeated geometries or to reduce the thickness of the
thermal boundary layers to enhance the heat transfer@1–4#.

Experimental studies for different types of plate fins have been
extensively performed, and to name a few recent publications,
references@5–14# may be consulted. A comprehensive experimen-
tal investigation of the performance of plate fin-and-tube surface
is very expensive because of the high cost of the tools needed to
produce a wide rage of geometric variations. For example, to in-
vestigate the influence of design parameters on the heat transfer
and friction characteristics of slit fin surfaces, eighteen kinds of
scaled-up models are specially made in@11#. Such study is of

course very useful, since the test data obtained not only can be
used for design, but also for validating numerical simulation re-
sults. But high cost restricts its usage.

Numerical modeling, once validated by some test data, on the
other hand, provides a cost-effective means for such a parametric
study. Great deals of efforts have been paid in this regard. A
comprehensive review of numerical investigations on heat transfer
and pressure drop characteristics of plate fin-and-tube surfaces
published before 2000 has been performed by Shah et al.@4#. In
this paper only some related recent works are reviewed, and the
emphasis is focused on the model of flow regime. In 1998, Jacobi
and Shah@15# made a detailed discussion on heat transfer en-
hancement mechanisms and flow regime of air-side in compact
heat exchanger. They indicated that for louvered and offset-strips
fin the flow is laminar and steady~Re,400!, with increasing Re
number~400,Re,1000!, the flow remains laminar, but unsteadi-
ness and vortex shedding become important, and for higher Re
number~Re.1000!, the flow becomes turbulent. Meanwhile, they
also pointed out that a basic definition of turbulence is difficult to
formulate. In this paper we adopt laminar steady model for the
flow with Re beyond 1000. Our basic considerations are as fol-
lows. First, the experimental observations and data for the flow
regime transition in such complicated cases are not so well-
accumulated and defined compared with the flow in a simple
channel. If we regard the flow between two adjacent fin surfaces
as a channel flow, the transition Reynolds number may take the
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value around 2300, with the double spacing between the two fin
surfaces as the reference dimension for the Reynolds number@16#.
It is to be noted that the tube diameter is usually 10 times of the
fin spacing, thus the value of Red52300~based on the fin spacing!
corresponds to the value around 10,000 based on the tube diam-
eter, Red . If we take the flow between two adjacent fin surface as
the flow past a cylinder, then experimental data have shown that
the turbulent flow occurs for Red>1.43105 @16#. Therefore, from
above discussion, the value of flow transition Reynolds number
for the cases studied is still a problem open to discussion; Second,
from engineering point of view, the most important information is
the averaged friction factor and Nusselt number. For example, for
flow past a single cylinder, flow visulazation has shown that when
the Reynolds number beyond 100, unsteady wake occurs behind
the cylinder@17#. However, this fact does not prevent the usage of
the time averaged drag coefficient and Nusselt number in engi-
neering calculation. Third, recently, some authors performed an
comparison study for flow in corrugated channels by using steady
and transient models with the same conditions@18#. They found
that when the flow reaches periodic unsteady regime, the time
averaged heat transfer results are of good accuracy compared with
the cycle-averaged steady results. Finally, many numerical studies
in the existing literature adopted the steady and laminar models
for plate fin-and-tube heat transfer surfaces when Red.1000, and
reasonably good results are obtained. To name a few, followings
are some examples. Jang and Yang@19# conducted numerical
studies on plain plate fin-and-tube surfaces with elliptic and round
tubes, by using laminar and steady model. In their simulation the
maximum frontal velocity is about 7.0 m/s, which corresponds a
maximum Red51.03104. For louvered fin coils, there have been
some numerical studies including EI-Hawat et al.@20#, Leu et al.
@21#, which used laminar steady numerical model. In@20# the
maximum Reynolds number based on the tube diameter is around
2900, in@21# the upper limit of Red is about 1800. For wavy fin
configuration, Min and Webb@22#, Comini and Groce@23# adopt
laminar steady model, and the values of Red were both larger than
1000.

In spite of the very extensive study of numerical modeling,
most previous works have studied the characteristics of the wavy
fin, louver fin, offset strip fin on the whole fin surface or for a
representative unit of the periodic fully developed region. The fin
geometries so far numerically modeled do not include the strip fin
with X-arrangement where the strips are positioned on the fin
surface in the shape of ‘‘X’’ when viewed from the top of the fin
surface. Among the above studies, only the work of Kang and
Kim @9# experimentally studied the effect of strip location of
X-arrangement on the heat transfer and pressure drop characteris-
tics. The X-arrangement of the strips was first put forward by
Hiroaki et al. in 1988@24# and is probably one of the most widely
used fin geometries nowadays in the air-conditioning engineering.
One objective of this paper is to present a numerical study on the
influence of strip location on heat transfer and pressure drop and
to compare the numerical results with the experimental findings.

The reasons why the interrupted geometries can enhance heat
transfer are usually attributed to the decrease in the thermal
boundary layer and the increase of the disturbance in the fluid
@1–4#. Recently Guo and his coworkers@25,26#proposed a novel
concept of enhancing convective heat transfer. It is indicated that
for the boundary layer flow the decrease of the intersection angle
between the velocity and the temperature gradient is an effective
way of enhancing heat transfer. Later Tao et al.@27# show by
numerical examples that this principle also applies to elliptic flow
and heat transfer provided that the Peclet number is not too small
~greater than 100!. Even for fluid flows whose Peclet number is
less 100, the reduction of the intersection angle between velocity
and temperature gradient is still an important way to enhance heat
transfer, but not so significant as for the flows with Peclet number
greater than 100, and, this principle is called as the field synergy
~coordination!principle. In @28# more examples are provided to

show that the existing explanations of heat transfer enhancement
can be unified by the field synergy principle. In@29,30#Tao and
He reviewed on the recently-developed field synergy principle and
its applications in enhancing convective heat transfer and improv-
ing the performance of pulse tube refrigerators. The second objec-
tive of this paper is to apply this principle to analyze our numeri-
cal results. We tried to make some analysis based on the numerical
results on the heat transfer enhancement mechanism with field
synergy principle and to find out where is the right place to locate
the strips such that the heat transfer can be enhanced effectively
with reasonable pressure drop penalty.

In the following presentation, the experimental results by Kang
and Kim @9# are first numerically simulated and the numerical
results are compared with their results to verify the reliability of
the numerical model and code developed in this study. Based on
the above results, we then study four fin patterns with different
strip numbers and strip locations~types A, B, C, and D!. The only
difference between type B and C is in the strip location. The
numerical results are then analyzed focusing on the interpretation
of the numerical results from the point of view of field synergy
principle. Finally some conclusions will be drawn which are help-
ful in the design of new enhancement surfaces.

2 Validation of Computational Model and Code

2.1 Physical Model. A schematic diagram of a plain plate
fin-and-tube exchanger is shown in Fig. 1. The tube is usually
made of copper and the fin surfaces are made of aluminum. The
strip fin surface is alike except there are many pieces of strips
existing in the fin surface. The fluid is assumed to be incompress-
ible with constant property, and the flow is laminar and steady
state. Some hot fluid, say freon refrigerant, is going through the
tubes and heat is transmitted through the tube wall and the fin
surfaces to the air. The heat transfer and pressure drop character-
istics of the airside are solved by the numerical modeling. Be-
cause of the relatively high heat transfer coefficient of the inner
fluid and the high thermal conductivity of the tube wall, the tube
temperature is assumed to be constant. However, the fin surface
temperature distribution is to be solved, hence, the problem is of
conjugated type in which both the temperatures in the fin solid
surface and in the fluid are to be determined simultaneously@31#.
In the experimental work of Kang and Kim@9#, four kinds of fin
strip arrangement are studied: full plain plate fin, strip-plain fin,
plain-strip fin and full strip fin. In strip-plain fin, the strips are
located in the upstream part, while in plain-strip fin, the strips are
arranged in the downstream part with the same strip number as the
strip-plain fin, and for full strip fin strips are distributed in the
whole plate. The main finding of their study is that the plain-strip
plate fin can enhance transfer than strip-plain fin for about 10
percent with similarly pressure drop. The results show the impor-

Fig. 1 Schematic diagram of fin-and-tube heat exchanger
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tance of the strips arrangements. As the validation for our math-
ematical model and the code developed, we first simulated the
characteristics of heat transfer and fluid flow for the above four
types of fin surface.

2.2 Computational Domain. According to the geometry
character of symmetry and periodicity, the cell between two
neighboring fin surfaces in@9# is investigated. In the numerical
simulation the tube wall temperature is specified, while the fin
temperature distribution should be solved during the iterative pro-
cess, making the problem of conjugated type. If we take the flow
region as our computational domain, then not only the computa-
tional geometry is quite irregular but also the fin surface tempera-
tures are unknown, making the solution process very complicated.
However, if we take the whole region outlined by the dashed lines
in Fig. 2 ~typically for strip-plain fin! as the computational do-
main, we can easily use three dimensional Cartesian coordinates
with sufficient fine grid system to simulate different parts of ma-
terials ~air, tube and fin surface! by step-wise approximation for
the tube surface. This is the practice we adopted in this study.

The computational domain is now described. In Fig. 2,x is the
stream-wise coordinate,y is the span-wise one andz stands for the
fin pitch direction. The fluid flows across the fin surface from the
left to the right. It should be noted that ahead of the fin surface
there is 1.5 times of stream-wise fin length as the inlet domain,
and behind the fin surface there is 5 times of stream-wise fin
length as the outlet domain. This implies that the whole stream-
wise length of the computation domain is 7.5 times of the real fin
length. The adoption of inlet and outlet regions is mainly for the
execution of inlet and outlet boundary conditions, which will be
addressed later. For saving space, the extended domain is not pre-
sented in scale in Fig. 2. The dashed lines show schematically
such a computational domain in thex-y andz-x planes.

2.3 Numerical Treatment of Off-Set Strips in the Compu-
tation. In the conjugated computation, the solid regions includ-
ing fin, strip, and tube are also meshed viewed as some special
fluids. Since the physical properties of the different parts are very
much different, the code should be able to identify during the
computation which is which. To this regard, a special array called
FLAG is introduced to identify different regions: fluid, fin and
tube. We define the value of FLAG is 1 for fluid, and 2, 3, 4 for
fin, tube, and strip, respectively. After the grid generation, the
appropriate values of the elements in FLAG have to be input such
that the above four regions can be identified correctly. The de-
tailed computational method of conjugated heat transfer can be
found in references@31–33#. In order to give a clear profile of the
grid-topology and the role of the ‘‘identification’’ of FLAG, the
structure of grid of 1363107324 is shown in Fig. 3, in which the
inlet and outlet extended domain is omitted. This set of grid is the
outcome of grid-independent examination. In the figure, it can be

found that in thex-direction, each strip is given four control vol-
umes, while the grid of inlet and outlet extended regions is rela-
tively sparser; In they-direction, the grid is uniform and the di-
mension of each control volume in this direction is equal to the
thickness of fin; In thez-direction~nonuniform!, the thickness of
fin holds two control volumes of this direction. The dark parts in
the figure present solid parts, which are identified by the array
FLAG as mentioned above.

2.4 Governing Equations and Boundary Conditions. The
governing equations for continuity, momentum and energy in the
computational domain can be expressed as follows:

Continuity Equation
]
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The governing equations are elliptic in the Cartesian coordinates,
hence boundary conditions are required for all boundaries of the
computation domain. Due to the conjugated type of the problem,
the fin surfaces are considered as part of the solution domain and
will be treated as a special type of fluid. The required conditions
are described for the three regions~upstream extended region, fin
coil region, down stream extended region!, which are listed in
Table 1. In the table USED means upstream extended domain, and
DSED as downstream extended domain. With the extended region
added, it is conveniently to adopt the so-called one-way coordi-
nate or the fully developed assumption@31–33# for the treatment
of the outlet boundary condition. It is to be noted that for un-
bounded hyperbolic flows Orlanki@34# proposed the so-called
Summerfeld radiation condition for the treatment of the outflow
boundary. In this study the governing equations are of elliptic type
and there is only one open boundary~the downstream outlet!,
hence, this method does not fit our situation and was not adopted.
In addition, when there is no recirculation at the outflow bound-
ary, the one-way coordinate or the fully developed assumption are
the most-widely used practice in engineering computations, as can
be witnessed from references@19–21,35–37#.

2.5 Numerical Methods. The fluid-solid conjugated heat
transfer problem is solved by full-field computation method. The
solid in the computational domain is regarded as a special fluid of
infinite viscosity. To guarantee the continuity of the flux rate at the
interface, the thermal conductivity of fin and fluid adopts indi-
vidual value, while the heat capacity of solid takes the value of the
fluid @31#. A very large value of the thermal conductivity is as-
signed to the tube region to guarantee the tube temperature to be
constant. The computational domain is discretized by nonuniform
grids, with the grids of fin coils region being fine, and that in the
extension domain being coarse. Governing equations are dis-
cretized by finite volume method, and the coupling of pressure
and velocity is implemented by CLEAR algorithm in the stag-
gered grids@38,39#.

Before any computational results can be deemed enough to il-
luminate the physical phenomenon, the computational results
must be justified through the grid-independent test, so a careful
check for grid independence of the numerical solutions has been
made. For this purpose, four different grid systems~1363107
324,1483107324,1363157324,1363107346!were adopted
and computations were performed for a case with a frontal veloc-
ity of 3 m/s. It was found that the maximum difference in heat

Fig. 2 Computational domain of strip plain fin geometry of ref-
erence †9‡

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 699

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transfer coefficient between the results of grid systems of 136
3107324 and 1363107346 is 1.5 percent. Considering the bal-
ance between economics and accuracy, the grid system of 136
3107324 is regarded as the one for providing grid independence
solutions. Computations were performed on a PC with CPU fre-
quency of 2G, and typical CPU time was 7–8 hours for each case.

As has been discussed above, the computation is of a conju-
gated type in which the fin efficiency has to be determined during
the computations and can not be obtained in advance. In the ex-
periment of Kang and Kim@9#, they only provided the parameter
h•h0 not the pure heat transfer coefficient except the plain plate
fin, whose fin efficiency was obtained from the empirical equa-
tion. In our numerical simulation the efficiency of the slit fin is
computed as follows. According to heat transfer theory@1,3#, the
fin efficiency is defined by

h f5
Qreal

Qideal
(5)

whereQreal is the actual heat transfer rate between air and the fin
surface;Qideal is the ideal heat transfer rate when the fin tempera-
ture is equal to the tube temperatureTW . To implement the ideal
situation, we just artificially give the fin surface a very large value
of thermal conductivity, say 1.031030, which leads to the results
of uniform temperature of the fin surface equal to the value of the
tube wall.

2.6 Parameter Definitions. Some parameters are defined as
follows:
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whereum is the mean velocity of the minimum transverse area,
De is the outside tube diameter,Tin , Tout are the fluid bulk tem-
perature of inlet and outlet of the fin surface, respectively,Tmax
5max(Tw2Tin ,Tw2Tout), Tmin5min(Tw2Tin ,Tw2Tout), h f is the
fin efficiency andh0 stands for the overall fin efficiency defined
by Eq. ~9!.

2.7 Computational Results. Numerical simulations were
conducted for the four kinds fin pattern described above@9# with
corresponding frontal velocity ranging from 0.2 m/s to 0.6 m/s.
The wall temperature is set as 45°C with the inlet air temperature
being 20°C. The pressure drop and heat transfer performance
comparisons are shown in Fig. 4 and Fig. 5 respectively. In the
above two figures, all the numerical data in this study are ex-
pressed with center-hollowed symbols, and the data in@9# are

Fig. 3 Grid structure of computation of reference †9‡: „a… A-A section view in
Fig. 2; „b… B-B section view in Fig. 2; and „c… C-C section view in Fig. 2.
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Fig. 4 Predicted pressure drop versus frontal velocity com-
pared with reference †9‡

Fig. 5 Predicted h h0 versus frontal velocity compared with
reference †9‡

Table 1 Boundaries conditions for numerical simulation in this study

Fin coil region

USED Plain plate fin Strip fin DSED

Fin Tube Fluid Fin Tube Fluid

inlet

u u50
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w w50
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expressed with center-solid symbols. For heat transfer coefficient
comparison, they-coordinate ishh0 for strip fin surface and pure
heat transfer coefficienth for plain plate fin. It can be observed
from Fig. 4 that the numerical results of pressure drop is about
8–10 percent larger than the experimental ones for strip fins and
the difference between predicted and experimental results is even
smaller for plain plate fin. Such an agreement should be regarded
reasonably well in the engineering computations. And for param-
eterh•h0 , the two data sources are in good agreement~Fig. 5!:
the derivation of numerical results from the experimental ones is
less than 6 percent for strip-plain fin, plain-strip fin, and for strip
fin. The numerically predicted heat transfer coefficient for plain
plate fin is 15–20 percent lower than the experimental results in
@9#. This deviation is a bit too large, and the following fact may be
one of the major reasons to account for this deviation. The plain
plate fin in our numerical simulation is strictly smooth. However,
in the real coil, there exist several mild wavy circles around the
tube that were produced during the manufacturing process and
they can enhance the air side heat transfer a bit. The effect of these
wavy circles were not taken into account in the numerical simu-
lation, leading to a lower numerical prediction. On the other hand,
the deviation between the correlation provided by Gray and Webb
and the test results of@9# ~see Fig. 5!is, generally speaking, much
larger than that of our numerical prediction. Therefore, our nu-
merically predicted results might be still acceptable as an engi-
neering computation.

From the above comparison, it is clear that within the frame-
work of engineering numerical simulation the agreement between
predicted and tested results is quite good, showing the reliability
of the physical model and the code developed.

3 Numerical Simulation on the Fins of the Present
Study

3.1 Four Fin Configurations Studied. In the above com-
parison study the strip arrangements are copied from the prototype
tested in@9#, where for fin B and fin C the strips are totally located
within the upstream half and the downstream half of the fin sur-
face respectively. In the present study, we make some changes for
the two types of strip arrangement: the strips are mainly located in
upstream half with a few strips being in the downstream for the fin
B and vice versa for fin C. Figure 6 shows the details of fin
configurations of the four strip arrangement patterns. Fin A is the
whole plain plate fin. Fin D possess 12 pieces of strips arranged
over the entire fin and protruded alternatively upward and down-
ward along the flow direction, and each strip is punched with 1
mm width and 0.7 mm depth from the base sheet. The strip num-
ber is the same for B and C. The simulation conditions are listed
in Table 2.

The computational domain is shown in Fig. 7 for fin D. The
governing equations and the boundary conditions are similar to
that presented in section 2. For this simulation we only need to
redefine the array FLAG based on the configuration studied. The
gird system used is 1363116334. The numerical methods used
are the same as described in section 2 and will not be restated
here.

3.2 Results and Discussion

3.2.1 Friction Factor Results. Figure 8 compare the friction
factor of the four strip arrangement patterns shown in Fig. 8. The
Re number ranges from 348 to 3480, and the corresponding fron-
tal velocity ranges from 0.5 m/s to 5.0 m/s. It is revealed that the
friction factor of whole plain fin~fin A! is the lowest, and the
value of the whole strip fin~fin D! is the highest. The friction
factor for the whole strip fin is 2.24 times than that of the whole
plain fin ~fin A! at V52.0 m/s. This is mainly due to the frequent
interruption of the flow created by the high-density strips. The
pressure drops of half strip fins~fin B and fin C!are between the

above two. It is to be noted that the pressure drop of fin B is 14
percent higher than fin C at frontal velocity of 2 m/s even though
they possess the same number of strips.

3.2.2 Fin Efficiency. The fin efficiency of the four types of
fins are presented in Fig. 9. It can be seen that in the low frontal
velocity region the fin efficiency of the four types of surface are
almost identical with the efficiency of the whole plain fin being a
bit lower. The fin efficiency decreases with the increase of the Re
number or the frontal velocity. This is consistent with the common
understanding of the heat transfer theory. It should be noted that
the decreasing trend of the fin efficiency of the whole plain fin~fin
A! with the increase of frontal velocity is less steep than the other
three ones, and at a relatively higher frontal velocity~.1.0 m/s!,
the fin efficiency of type A eventually becomes higher than that of
fin B, C, D. The above variation characters of the fin efficiency
can be explained as follows. From the tube wall to the air there are
two thermal resistances in series to the heat transmission: one is

Fig. 6 Geometry configuration of the four patterns of slit ar-
rangement

Table 2 Simulation conditions

Tube outside diameter 7.2 mm
Longitudinal tube pitch 12.7 mm
Transverse tube pitch 11.97 mm
Fin thickness 0.105 mm
Fin pitch 1.4 mm
Strip width 1.0 mm
Strip pitch in the x direction 1.0 mm
Strip height 0.7 mm
Tube temperature 313 K
Inlet air temperature 303 K
Inlet frontal velocity 0.5–5 m/s
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the thermal resistance provided by the heat conduction in the fin,
which depends on the fin geometry and thermal conductivity,
hence is independent of the frontal velocity. The second one is the
convective resistance from fin surface to the air, which strongly
depends on the frontal velocity. In the low frontal velocity region,
the convective thermal resistance prevails and the slotted surfaces
have a better convective heat transfer, resulting a larger heat trans-
fer rate under the same temperature difference between the tube
wall and the air. Thus the fin efficiency of the slotted cases is a bit
larger than that of the plain fin. With the increase in frontal veloc-
ity, however, the convective thermal resistance reduces signifi-
cantly while the conduction thermal resistance remains the same,
hence the latter soon prevails. The existence of the slit in the fin

surface leads to the increase of the conduction thermal resistance
of the fin, leading to a lower heat transfer rate when the frontal
velocity is relatively high. And the higher the frontal velocity is,
the more prominent this fin efficiency difference. From the above
discussion, it is obvious that case D has the lowest fin efficiency
in the relative high frontal velocity region. Figure 9 shows that the
fin efficiency of case B is almost the same as fin D. This means
that case B has a worse convective heat transfer rate since its
conduction thermal resistance should be less than that of case D.
The fin efficiency of case C is higher than that of case B and D,
indicating a better convective heat transfer compared with case B.
The discussion made here will be directly demonstrated by heat
transfer results.

3.2.3 Heat Transfer. Figure 10 shows the comparison results
of heat transfer performance of the four fin types at different Re
number. It is noted that the ordinate is the product of Nusselt
number and the fin efficiency, which is proportional to the actual
heat transfer rate. The variation ranges of Re number and the
frontal velocity are the same as indicated before. The Nu number
of fin D is far higher than the whole plain fin~fin A!, and the
values of fin B and fin C is lower than that of fin D. It is very
interesting to note that fin C with strips mainly located in the
down stream part of the fin surface provides more heat transfer
rate than fin B with strips mainly located in the upstream part of
the fin surface. For example, the values of Nuh0 of fin C is 1.08
times of that of fin B at the frontal velocity of 2 m/s. The above
numerical findings are consistent with the test results reported by
Kang and Kim,@9#, where scale-up models for the four type ar-
rangement patterns were tested qualitatively. The above results
provide important information for the design of fin geometries:
since the flow resistance of fin C is lower than fin B, while fin C
has higher heat transfer coefficient than fin B, the strips should be
mainly located in the downstream part of the fin surface. It is also
revealed that fin D has the best heat transfer rate, but its friction
factor is much higher than that of fin B or C. This may restrict its
usage when the pressure drop is a special care. Our main aim is to
compare fin B and fin C and to analyze where the difference in
their performance comes from. In the following, such an analysis
is conducted from the view point of field synergy principle.

4 Discussion on Heat Transfer Enhancement Essence
As indicated above, from the traditional viewpoint, strips in the

fin can enhance convective heat transfer because it can interrupt
the flow boundary layer to reduce its thickness by repeatedly rec-
reation of new thermal boundary layers, or can increase the dis-
turbance in the flow field. A relatively thinner boundary layer
serves positively to enhance heat transfer. But this concept can not
explain why fin C has a better heat transfer performance than fin B
even if they have the same number of strips. It is probably diffi-

Fig. 7 Computational domain of strip fin geometry in the
present study

Fig. 8 Computational results of friction factor

Fig. 9 Fin efficiency

Fig. 10 Heat transfer results
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cult to reveal the reason from the traditional viewpoint of heat
transfer enhancement. This phenomenon can be easily explained
by applying the field synergy principle proposed by Guo et al.
@25,26#and later extended in@27–29#. According to the analysis
provided in the above references, the convective heat transfer rate
is proportional torcp*V(UW •¹TW )dV, where V is the domain
studied. The above integration was calculated from the numerical
data and the results are presented in Fig. 11, where the symbol
INT represents the integration over the entire domain for fluid
control volume. Since we adopted the staggered grid system in the
calculation of INT, the velocity has to be linearly interpolated to
the main gird point from the interface as depicted in Fig. 12 for
two dimensional case. The vector of velocity and temperature gra-
dient for point P in three dimensional Cartesian coordinates are
expressed as:

UY 5uiW1v jW1wkW (13)

¹TY5
]T

]x
iW1

]T

]y
jW1

]T

]z
kW (14)

Then the term INT can be expressed as follows:

INT5 rcP(
I ,J,K

S u
]T

]x
1v

]T

]y
1w

]T

]zD (15)

This term is actually the convective term of a three dimensional
energy equation. Under the given modules of velocity vector and
temperature gradient, the dot product increases with the decrease

in their intersection angle. The basic idea of the field synergy
principle then can be stated as follows: to enhance convective heat
transfer the most fundamental mechanism is to reduce the inter-
section angle between velocity and the temperature gradient. For
the four kinds of strip arrangement at the same inlet velocity, the
mean intersection angle between the velocity and the temperature
gradient of the whole computational domain was determined as
follows.

The local intersection angle at a grid point is

u5cos21S UY •¹TY

uUY uu¹TYu
D 5cos21S u

]T

]x
1v

]T

]y
1w

]T

]z

uUY uu¹TY u
D (16)

The domain average intersection angle is defined as the volume
averaged mean angle in the fluid region, i.e.,

uav5

(
i , j ,k

u i , j ,kDxiDyjDzk

(
i , j ,k

DxiDyjDzk

(17)

where the subscriptsi, j, k only refer to the control volume of
fluid.

The numerical results for the average intersection angle are
plotted in Fig. 13. From the figure following features may be
noted. First, the results show that the mean intersection angle
increases with the increasing in Re number for the four fin types,
indicating that the synergy between the velocity and temperature
gradient becomes worse with the increase in the Reynolds num-
ber; Second, at the same Reynolds number, the intersection angle
of fin D is the smallest, while that of fin A is the largest, with a
difference about 5 to 2 deg. Third, it is especially interesting to
note that the averaged intersection angle of fin C is always less
then that of fin B. And this is the most fundamental reason why fin
C has a better heat transfer performance than fin B: the synergy
between the velocity and the temperature gradient of fin C is
better.

Our numerical results not only once again show the correctness
of the field synergy principle, but also provide more information
on where we should locate the strips in order to have effective
enhancement of heat transfer with mild increase in pressure drop.
For this end, it is to be reminded that according to the field syn-
ergy principle, the dot product of the velocity vector and the tem-
perature gradient,uUY •¹TY u, will have the maximum result if the
intersection angle between the velocity and the temperature gra-
dient equals to zero when we have the full synergy and no any
enhancement techniques are needed. Only when the intersection
angle increases from zero degree enhancement techniques are re-

Fig. 11 Variation of dot product integration with Re

Fig. 12 The Calculation diagram for vector of velocity and
temperature gradient

Fig. 13 Domain averaged intersection angle
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quired in order to improve the synergy between the velocity and
the temperature gradient. To have deeper understanding of this
point of view, we examined some computational results of the
velocity vector and isotherm distributions in the middle plan be-
tween the two adjacent fin surfaces for the plain plate fin situation.
These results are presented in Fig. 14. It can be seen that in the
upstream part of the fin, the temperature contours are almost per-
pendicular to the velocity vector, this implies that the fluid tem-
perature gradient are almost in the same direction as the velocity,
i.e., the synergy between velocity and temperature gradient is very
good. Hence, in this part of the fin, there is no need to create the
interruption within the fluid; however, in the downstream part of
the fin, the temperature contours are almost parallel to the velocity
vector in the major part of the region. It is this place that enhance-
ment techniques are needed in order to improve the synergy be-
tween velocity and the temperature gradient. This is the further
understanding why the heat transfer performance of fin C is better
than that of fin B.

5 Performance Comparison of Four Types of Fin
A qualitative comparison for enhanced heat transfer surface is

an important issue in evaluating the performance improvement by
taking some enhancement technique. For such evaluation to be
meaningful, it is necessary to specify the constants under which
the comparison is being made. Depending on different comparison
objectives, a lot of comparison constraints, or criteria, can be
used, including the goodness factor of Shah@40#, the constraint of
identical pumping power, identical pressure drop@41#. A compre-
hensive review on this issue was made in@42#. In this paper the
goodness factor is adopted simply because its simplicity and clear-
ness in concept. In addition, the performance comparison in@9#
was made under this criterion. In order that we can examine
whether our comparison results are consistent with that of@9#, the
same criterion should be adopted. In the comparison, the heat

transfer and pressure drop characteristics of the plain plate fin is
taken as a reference. The goodness factor,a, denotes the heat
transfer rate per unit temperature difference between inlet and
wall and per unit surface area. The values of this factor for differ-
ent surfaces are compared with the value of P/A as a parameter,
which stands for the fan power per unit heat transfer surface area.
Namely, the parameters ofa andP/A are defined as follows:

a5Q/A~Tw2Tin! (18)

P/A5VAf rDp/A (19)

It is to be noted that Eq.~18! is very much like the definition of
heat transfer coefficient, however, thea value is not the same as
the heat transfer coefficient since here the thermal potential for the
whole heat transfer process,Tw2Tin is taken as the temperature
difference. The goodness factor comparison results of the three slit
fin surfaces are showed in Fig. 15, where the abscissa is P/A and
the ordinate is the normalized value of the goodness factor,
ax /aA , where the subscriptsx and A stands for the slit fin of
X-arrangement and the plain plate fin. In the Kang and Kim’s
research@9#, the authors conducted a comparison with frontal ve-
locity ranging about 0.25 m/s–0.85 m/s. Their main findings are
as follows:~1! In the frontal velocity range of 0.5–0.8 m/s, fin C
~plain-strip! has the best enhancement;~2! When frontal city is
greater than 0.8 m/s, fin D~entire slit fin! tends to be the best,
while fin C is still better than fin B~strip-plain fin!;~3! Fin B, C,
D all tend to be superior than fin A~plain plate! in the entire
comparison range of P/A. By carefully examining Fig. 15, it can
be observed that qualitatively the above findings can also be ap-
plied to the present situation. The only difference is the concrete
value of P/A below or beyond which the ranking position changes.
In the present study the frontal velocity of 2 m/s is a critical value,
beyond which fin D has the best performance. Above analysis
indicates two important issues:~1! In the conventional fontal ve-
locity range, fin C has a better heat transfer performance than fin
B, and can be comparable with fin D when the pumping power is
taking into account;~2! Our numerical predictions lead to the
same qualitative conclusions for the four types of fin studied in
this paper which gives further support to our computational
model.

6 Conclusions
In this paper, three-dimensional numerical simulation of the

four types of strip arrangement are performed to reveal the loca-
tion effects on the heat transfer and pressure drop characteristics.
The major findings are summarized as follows:

1. The pressure drop of the whole strip fin~fin D! is the largest
and that of the whole plain fin~fin A! is the smallest, the pressure

Fig. 14 Velocity vector and temperature contours for fin A: „a…
flow field of the center section in the z-direction; and „b… tem-
perature field of the center section in the z-direction.

Fig. 15 Goodness factor comparison of four fin pattern
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drops of half strip fins~fin B and C!are similar with the pressure
drop of fin C~downstream part slotted! always lower than that of
fin B ~upstream part slotted!.

2. For the same Reynolds number, the Nu number is increased
in the order of A, B, C, and D. Fin C in which strip is located in
the downstream part has better heat transfer performance than Fin
B in which strip is located in the upstream part. This numerical
finding is consistent with the test results reported in@9#.

3. The domain averaged intersection angles of the four types of
strip arrangement decreases in the order of A, B, C and D. The
results once again demonstrate the correctness of the field synergy
principle.

4. Detailed analysis on the velocity vector distribution and the
temperature contours show that in the entry region of the plate fin
and tube surface the synergy between velocity and temperature
gradient is very good; while in the downstream part of the fin
surface, synergy becomes worse and enhancement techniques are
needed.

5. A comprehensive heat transfer performance comparisons are
made by introducing the goodness factor and fan power consump-
tion per unit heat transfer surface. The results show that among
the three strip fin arrangements, fin C ranks first in conventional
frontal velocity variation range~aboutV,2.0 m/s), in the com-
putation range of frontal velocity from 2.0 m/s to 4.0 m/s, fin C
is always better than~and at least identical to! fin B, and is a little
worse than fin D at higher frontal velocity region.

6. The numerical modeling presented in this paper again re-
veals that the basic mechanism function of enhancing heat transfer
is to reduce the intersection angle between the velocity and the
temperature gradient and, it may be suggested with great confi-
dence that the heat transfer enhancement element should be posi-
tioned in the place where the synergy between the velocity and
temperature gradient is worse.
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Nomenclature

A 5 heat transfer area, m2

cp 5 specific heat at constant pressure, kJ•kg21 K21

De 5 outer tube diameter, m
f 5 friction factor
h 5 heat transfer coefficient, W•m22 K21

L 5 heat exchanger depth in air flow direction, m
p 5 pressure, Pa

DP 5 pressure drop, Pa
Re 5 Reynolds number
h f 5 fin efficiency
h0 5 surface efficiency

Nuh0 5 Nu number multiplying surface efficiency
T 5 temperature, K
u 5 velocity vector, velocity inx-direction
v 5 velocity in y-direction
w 5 velocity in z-direction

Greek Symbols

r 5 air density~kg•s21!
m 5 dynamic viscosity~kg•m21 s21!
l 5 thermal conductivity~W•m21 K21!
G 5 diffusion coefficient

Subscripts

in 5 inlet

m 5 mean
max 5 maximum
min 5 minimum
out 5 outlet

w 5 wall
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Second Law Based Optimization
of Falling Film Single Tube
Absorption Generator
The objective of this paper is to provide optimization of falling film LiBr solution on a
horizontal single tube based on minimization of entropy generation. Flow regime is con-
sidered to be laminar. The effect of boiling has been ignored and wall temperature is
constant. Velocity, temperature and concentration distributions are numerically deter-
mined and dimensionless correlations are obtained to predict the average heat transfer
coefficient and average evaporation factor on the horizontal tube. Thermodynamic imper-
fection due to passing lithium bromide solution is attributed to nonisothermal heat trans-
fer; fluid flow friction and mass transfer irreversibility. Scale analysis shows that the
momentum and mass transfer irreversibilities can be ignored at the expense of heat
transfer irreversibility. In the process of optimization, for a specified evaporation heat
flux, the entropy generation accompanying the developed dimensionless heat and mass
transfer correlations has been minimized and the optimal geometry and the optimum
thermal hydraulic parameters are revealed. The investigation cited here indicates the
promise of entropy generation minimization as an efficient design and optimization tool.
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Introduction
Falling film evaporation phenomenon which is used in the gen-

erators of absorption chillers has several advantages such as large
heat transfer coefficient, low solution feed rate, small temperature
difference and consequently usage of low-grade energy sources.
Thermal hydraulic characteristics of this phenomenon have been
investigated based on first law of thermodynamics by several re-
searchers@1–4#, but the state of the art is not well developed from
the second law point of view, which is increasingly used the de-
sign and optimization of thermal systems in recent years. Entropy
generation minimization technique emerged in engineering in the
1970s by Bejan@5# to optimize thermal hydraulic systems. Hir-
schfelder et al.@6# has derived a general formulation for the rate
of irreversible production of entropy. Second law based optimiza-
tion of a lithium bromide absorption chiller has been developed by
Heydari et al.@7#. They have defined a second law energy effi-
ciency for an absorption chiller and showed that the prevailing
point of maximum performance coincides with the observed stan-
dard working states for the typical absorption chiller. Heydari and
Jani @8# showed that based on entropy generation minimization
method, a working condition for an automotive air conditioning
system might be defined. Irreversible entropy generation for com-
bined forced convection heat and mass transfer in a two dimen-
sional channel was investigated by San et al.@9#.

The aims of this paper are to model heat and mass transfer and
to provide second law-based optimization of falling film LiBr so-
lution on a horizontal tube commonly used in the generator of
absorption chillers. The contribution of each process in total irre-
versibility of the system and optimal geometry and optimum ther-
mal hydraulic parameters has been extracted.

Heat and Mass Transfer Modeling
A falling film impinging vertically on a horizontal smooth tube

and moving symmetrically around the tube has been considered as

a model for investigation. Figure 1 shows the geometry of the
proposed model. The following assumptions have been made in
order to formulate the problem:

1. The fluid flow on the tube is laminar and hydro dynamically
fully developed.

2. No shear stress exists at the vapor liquid interface.
3. Thermodynamic equilibrium achieves at the vapor liquid in-

terface.
4. The heat transfer in the vapor phase can be neglected.
5. Tube wall is considered constant temperature.
6. The influence of mass diffusion on the temperature profile

may be evaluated by two nondimensional groups as (p1 ,p2) @6#:

p15
M2D21Dc

ar
;

(1)

p25
M2D21Dc

ar S T

DTD
In general, for the case of coupled heat and mass transfer in the
falling film LiBr solution, the two parameters in Eq.~1! become
much less than unity and the mass diffusion has little effect on the
temperature profile.

From the assumptions 1–6 mentioned above the velocity profile
and thickness of falling film can be expressed as follows@3,4#:

u5
rg

2m8
sin~u!~2dy2y2!

v52
g

2n
y2Fdd

dx
sin~u!1

1

r S d2
y

3D cos~u!G (2)

d5F 3nG

rg sin~u!G
1/3

The energy equation for the proposed model can be simplified to
the following form:
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u
]T

]x
1v

]T

]y
5a

]2T

]y2
(3)

Similarly the mass transfer equation in terms of LiBr concentra-
tion is given by

u
]w

]x
1v

]w

]y
5D

]2w

]y2
(4)

The partial differential equations~3! and~4! is to be solved with
the following boundary conditions:

T5Ti , w5wi x5xi , 0<y<d

T5Tw ,
dw

dy
50 xi<x<xo , y5d

Ts5 f ~p,ws! xi<x<xo , y5d (5)

M 95
rD12

ws

dw

dy
xi<x<xo , y5d

qe95k
dT

dy
5M 9hf g xi<x<xo , y5d

In the above boundary conditions, temperatureTi is achievable
from the saturation state at the entrance. Velocity, temperature and
concentration distributions in the film having the governing equa-
tions ~3! to ~5! have been solved numerically and compared with
the existing experimental data@4#. Based on the numerical results
the following correlations for heat transfer coefficient and evapo-
ration factor can be derived:

h̄Lc

k
5a1 Ref

a2 Pra3Pa4 exp~a5w!~d/Lc!
a6

(6)
EF5b1 Ref

b2 Prb3Pb4 exp~b5 Ref!~d/Lc!
b6~ds /Lc!

b7

where

a150.7482, a250.17904, a350.26983, a4520.02764,

a550.0032956,a6520.43161

b152.19445E24, b250.59183, b3520.81257,

b450.083305,b5520.00706, b650.62828, b750.61664

It should be noted that thermodynamic properties are calculated at
the mean value of saturation temperature of LiBr solution and
wall temperature. The following are domains of applicability of
the specified correlations

7<Pr<10

100<Ref<500
(7)

5 kPa<P<10 kPa

50%<wi<60%

Deviation of heat transfer coefficient and evaporation factor in Eq.
~6! from the numerical results is about 1.6 and 8%, respectively.
The 8% deviation for the correlation of evaporation factor is due
to nonlinear behavior of mass generation for the falling film
mechanism.

Second Law Modeling
Stagnation and impingement zones are so called entrance re-

gion. Entropy generation at the entrance region can be neglected,
as this region is so small compare to the overall domain of falling
film. Entropy generation at the effective domain can be divided
into three components, the first associates with the irreversibility
due to nonisothermal heat transfer, the second is due to fluid fric-
tion and the third is due to mass transfer. The local entropy gen-
eration terms per unit volume in an incompressible Newtonian
fluid have been derived@6#. The summary of entropy generation
formulation is given as follows:

Ṡg-5Ṡg,h- 1Ṡg, f- 1Ṡg,m- (8)

where

Ṡg,h- 5
1

T2 F S ]T

]x D 2

1S ]T

]y D 2G
Ṡg, f- 5

m8

T H 2F S ]u

]xD 2

1S ]v
]y D 2G1F S ]u

]yD1S ]v
]xD G2J (9)

Ṡg,m- 52
1

T H (
n51

2

j niF S ]mn

]Xi
D1S̄nS ]T

]Xi
D2

1

Mn
Bi G

where Ṡg,h- is due to nonisothermal heat transfer,Ṡg, f- is due to
fluid friction andṠg,m- is due to irreversibility associated with the
simultaneous mass transfer and the coupling between heat and
mass transfer.

The diffusion-thermo effect or ‘‘Dufour effect’’ and thermo-
diffusion effect or ‘‘Soret effect’’ has been ignored in this re-
search. Taking into consideration the fact that the chemical poten-
tial depends on theT, P, Xj and knowing that

S̄n5S ]mn

]T D
P,Xj

and V̄n5S ]mn

]p D
T,Xj

(10)

Then the production of entropy associated with mass transfer dif-
fusion iny-direction and coupling between heat and mass transfer
is given as

Ṡg,m- 52
1

T H (j 51
j Þn

2

j nyF 1

Mn
S ]mn

]Xj
D S ]Xj

]y D G1
V̄n

Mn
S ]p

]y D2
1

Mn
ByJ

(11)

The diffusive contribution of LiBr concentration in the peripheral
direction and the pressure difference across the thickness of fall-
ing film is negligible. Applying he Gibbs-Duhem relation, for a
binary system Eq.~11! is reduced to

Ṡg,m- 52
j 2y

T

M

M1M2~12X2!

]m2

]X2
U

T,P

dX2

dy
(12)

where j 2y is the mass flux of LiBr which is defined as

j 2y52
c2

r
M1M2D21

dX2

dy
(13)

Substituting Eq.~13! into Eq. ~12!

Ṡg,m- 5
c2

r

D21

T

M

~12X2!

]m2

]X2
U

T,P
S dX2

dy D 2

(14)

Fig. 1 Falling film thermal hydraulic parameters and geometry
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Based on the formulation of the chemical potential@10#

m252R̄T3LnS 55.5gX2

12X2
D1m2

0 (15)

Differentiating Eq.~15! with respect toX2 , substituting into Eq.
~12! and rearranging the result in terms ofw2 , we have

Ṡg,m- 5
2D21R̄

M2

1

w2~12w2!2 S dw2

dy D 2

(16)

whereM2 being the molecular weight of LiBr is 86.86 kg/kmole.
The result is the rate of local entropy generation in a two-

dimensional falling film flow over a horizontal tube with the LiBr
diffusing in they-direction which can be expressed as

Ṡg-5
1

T2 F S ]T

]x D 2

1S ]T

]y D 2G1
m8

T H 2F S ]u

]xD 2

1S ]v
]y D 2G

1F S ]u

]yD1S ]v
]xD G2J 1

2D21R̄r

M2w2~12w2!2 S dw2

dy D 2

(17)

Scale Analysis
The following considerations can be derived from scale up

analysis in the falling film domain of LiBr solution

x's, y'd, u'Umax, d!s (18)

whered is the order of falling film thickness in the tube radial
direction. The order of magnitude analysis of each term in entropy
generation associated with fluid flow friction can be expressed as

m8

T F2S Umax

s D 2

,2S v
d D 2

,S Umax

d D 2

,S v
sD 2

,2S Umax

d D S v
sD G (19)

From scale analysis of continuity equation it is revealed that

v'
d

s
Umax (20)

Substituting Eq.~20! into Eq. ~19!

m8

T F2S Umax

s D 2

,2S Umax

s D 2

,S Umax

d D 2

,S dUmax

s2 D 2

,2S Umax

d D 2G
(21)

In Eq. ~21!, at the expense of the third term, the rest of terms can
be neglected. Invoking the same scaling methodology for entropy
generation due to nonisothermal heat transfer, (]T/]x)2 term can
be neglected at the expense of the (]T/]y)2.

Finally the local entropy generation Eq.~17! is reduced to

Ṡg-5
1

T2 S ]T

]y D 2

1
m8

T S ]u

]yD1
2D21R̄r

M2w2~12w2!2 S dw2

dy D 2

(22)

Total Entropy Generation
Total entropy generation per unit length of the tube can be

expressed as

Ṡg85E E
s

1

T2 S ]T

]y D 2

ds1E E
s

m8

T S ]u

]yDds

1E E
s

2D21R̄r

M2w2~12w2!2 S dw2

dy D 2

ds (23)

which s is the cross sectional area of the falling film perpendicu-
lar to tube wall. Considering that LiBr concentration profile pen-
etrate only a short distance into the falling film@11#, then the total
entropy generation contributed to the mass transfer becomes small

in comparison with that associated with heat transfer. The relative
magnitude of the three entropy generation terms in Eq.~23! is
obtained by comparing the mass diffusion and the fluid flow ef-
fects on heat transfer. It can be verified that the fluid flow and the
mass transfer total entropy generation can be neglected at the
expense of the heat transfer, which will be shown later on in the
results. Then the total entropy generation per unit length is re-
duced to

Ṡg85E E
s

1

T2 S ]T

]y D 2

ds (24)

Applying vector calculus and divergence theorem@12#, Eq. ~24!
can be expressed as

Ṡg85E
0

pR 2qw9

Tw
ds1E

0

pR qe9

Ts
ds1E

0

d ku

a
lnS Tm

Ti
Ddy (25)

The first two terms at RHS are associated with heat conduction
and the last term is associated with heat convection entropy gen-
eration. Using the mean value of free surface temperature,Tsav,
then

Ṡg85
2qw8

Tw
1

qe8

Ts,av
1

Ref Prk

4
lnS To,av

Ti
D (26)

Optimization
Heat and mass transfer and entropy generation are changed

with the variations of the geometry and thermal hydraulic param-
eters such as film Reynolds number, inlet concentration, system
pressure and temperature difference between wall surface and in-
let solution. In the process of optimization the objective is to
minimize the total entropy generation for a specified evaporation
heat flux at free surface and to meet all side constraints of thermal
and hydraulic parameters. The final constrained optimization for-
mulation can be expressed as follows:

Ṡg85
2qw8

Tw
1

qe8

Ts,av
1

Ref Prk

4
lnS To,av

Ti
D

(27)
qw8 5h̄pR~Tw2Ti !

whereasṠg8 should be minimized subject to

qe82qep8 50

qe85EF3qw8

80<Ref<550

%50<wi<%60

5 kPa<P<10 kPa

5 K<Tw2Ti<30 K

10 mm,d,50 mm

The augmented Lagrange multiplier method is used to solve the
constrained optimization Eq.~27!.

Results
The comparison of correlated heat transfer coefficient and

evaporation factor with those of the numerical results has been
shown in Figs. 2 and 3, respectively. The correlated heat and mass
transfer coefficient and evaporation factor well satisfy the numeri-
cal data with reasonable RMS.

The three terms of local entropy generation at a cross sectional
area perpendicular to tube wall is shown in Fig. 4. The entropy
generation due to heat transfer and fluid flow friction decreases
from wall to free surface while the entropy generation due to mass
transfer increases.
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Figure 5 represents the comparison between total entropy gen-
eration of nonisothermal heat transfer, fluid flow friction and mass
transfer as a function of film Reynolds number. The nonisothermal
contribution is much more than the two others. Although the local
mass transfer irreversibility is the same as heat transfer contribu-
tion, but as the penetration of LiBr concentration into the falling
film is relatively small, so that the heat transfer is dominant.

The results of optimization process are shown in Fig. 6. In the
process of optimization for any fixed geometry and specified
evaporation heat flux, the optimal thermal and hydraulic param-
eters are achievable based on entropy generation minimization.

Figure 6 shows the minimum entropy generation trends for
specified evaporation heat fluxes as a function of tube diameter. In
the range of low evaporation heat fluxes the minimum entropy
generation increases with increasing the tube diameter whereas at
high evaporation heat fluxes the minimum entropy generation de-
creases with increasing tube diameter. The minimum entropy gen-
eration has fluctuating behavior for a moderate evaporation heat
flux. The optimum thermal hydraulic parameters as a function of
evaporation heat flux are shown in Fig. 7. The optimum condition
for degree of superheating temperature and inlet concentration
increases with increasing evaporation heat flux where as the opti-
mum film Reynolds number and system pressure decreases with
increasing the evaporation heat flux.

Fig. 2 Comparison of numerical and correlated average Nus-
selt number over a horizontal tube †4‡

Fig. 3 Comparison of numerical and correlated average
evaporation factor over a horizontal tube †4‡

Fig. 4 Local entropy generation components at film cross sec-
tion

Fig. 5 Comparison of total entropy generation component as
a function of film Reynolds number

Fig. 6 Minimum entropy generation as a function of tube di-
ameter
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Conclusion
Second-law and thermal hydraulic modeling of planar, laminar

falling film LiBr solution over a horizontal tube has been investi-
gated in this research. The process of optimization is followed
based on the entropy generation minimization for any specified
evaporation heat flux and in the range of thermal hydraulic param-
eters. Scale analysis shows that irreversibility of nonisothermal
heat transfer dominants in comparison with the fluid flow friction
and mass transfer. Optimization shows that in the range of low-
grade evaporation heat fluxes, using smaller tube diameter have
more advantages and vise versa. However, in the range of low
evaporation heat fluxes the film Reynolds number and system
pressure must be as small as possible and the inlet concentration
and inlet degree of superheating must be as high as possible and
vice versa.

Nomenclature

B 5 Body force@N/m3#
c 5 Molar concentration@kmol/m3#

D 5 Mass diffusivity @m2/s#
d 5 Tube diameter@m#

ds 5 Vertical tube spacing@m#
EF 5 Evaporation factor@qe9/qw9 #

g 5 Gravity constant@m/s2#
h 5 Average heat transfer coefficient@W/m2-K#

hf g 5 Latent heat of evaporation@kJ/kg#
j 5 Mass flux@kg/m2-s#
k 5 Fluid thermal conductivity@W/m-K#

Lc 5 Characteristics length (n2/g)1/3 @m#
LiBr 5 Lithium bromide

M 5 Molecular weight@kg/kmol#
M 9 5 Evaporative mass flux@kg/m2-s#

P 5 System pressure@kPa#
Pr 5 Prandtl number
q 5 Heat flow @W#
R 5 Gas constant@kJ/kmol-K#
r 5 Tube radius@m#

Ref 5 Film Reynolds number~4G/m!

Ṡg 5 Rate of entropy generation@W/kg-K#
S 5 Entropy @kJ/kg-K#
s 5 Half of tube perimeter@m#
T 5 Temperature@K#
u 5 Peripheral velocity@m/s#

v 5 Normal velocity@m/s#
V 5 Partial volume
w 5 LiBr concentration@wt%#
x 5 Peripheral coordinate@m#
X 5 Mole fraction
y 5 Normal coordinate@m#

Greek letter

a 5 Thermal diffusivity @m2/s#
d 5 Falling film thickness@m#
g 5 Chemical activity
G 5 LiBr solution flow rate per unit length per one side

of tube @kg/m-s#
m8 5 Fluid dynamic viscosity@Pa•s#
m 5 Chemical potential@kJ/kmol#
n 5 Fluid kinematics viscosity@m2/s#
u 5 Angular position
r 5 Density @kg/m3#

Subscript

av 5 Average value
e 5 Evaporation
f 5 Fluid flow friction
h 5 Heat transfer
i 5 Direction, Inlet condition

j, n, 1, 2, 5 Component j, n, 1, 2, 3
m 5 Mass transfer
w 5 Wall
o 5 Outlet condition
s 5 Saturation state

Superscript

8 5 Per unit length
9 5 Per unit area
- 5 Per unit volume
˙ 5 Per unit mole
* 5 Optimum condition
0 5 Reference state
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Free Surface Flow in High Speed
Fiber Drawing With
Large-Diameter Glass Preforms
This paper presents a complete two-dimensional (2D) thermofluid model for predicting
the neck-down shape in the fiber drawing process. This model uses the controlled draw
tension to calculate the Neumann boundary condition at the furnace exit; thus, it does not
require specifying the speed (or diameter) of the fiber as most previous studies did. The
model presented here can be applied to optimization of the high-speed draw process with
large-diameter preforms. In this study, the radiative transfer equation is directly solved
for the radiation fluxes using the discrete ordinate method coupled with the solution of the
free surface flow, which does not assume that the glass is optically thick and does not
neglect the glass absorption at the short-wavelength band. The artificial compressibility
method is used to solve the Navier-Stokes equations. A staggered-grid computation
scheme that is shown to be efficient and robust was used to reduce the computation load
in solving the complete 2D model. The neck-down profile of a large preform (9 cm dia)
drawn at a relatively high speed of 25 m/s was experimentally measured. The measured
profile well matches that derived numerically. Results also show that the free surface
calculated using the Dirichlet boundary condition deviates considerably from the mea-
sured profile, particularly near the furnace exit where the actual diameter (and, hence, the
speed of the glass) is essentially unknown. Although the difference between the numerical
results obtained from the full and semi-2D models was small, this difference could be
significant if the location at which the glass converges to 125mm dia is of interest,
especially when the preform has a large diameter drawn at a high speed.
@DOI: 10.1115/1.1795237#

1 Introduction
A number of industrial processes, such as Czochralski crystal

growth, VAD preform stretching, and optical fiber drawing, in-
volve free surface flow coupled with complex radiative transfer in
semitransparent materials. In manufacturing optical fibers, diffi-
culties in making practical measurements in the furnace domain of
the drawing process have motivated manufacturers to look for
numerical tools to facilitate the design of new processes for draw-
ing optical fibers at high speed from large-diameter preforms
~glass rod!. Significant efforts have been directed toward the mod-
eling of a fiber-drawing process for the past three decades. Most
of the existing models assume a Dirichlet boundary condition
~DBC! at the furnace exit. This formulation is valid for drawing
small-diameter preform as long as the glass fiber solidifies within
the furnace. As larger preforms are drawn at higher speeds, the
fiber diameter~or speed!at the furnace exit is essentially unknown
because the glass often freezes into fiber well outside the furnace.

An accurate analytical prediction of the free surface being
drawn is challenging in that the momentum and energy equations
characterizing the drawing process are strongly coupled and non-
linear due to the highly temperature-dependent viscosity of the
glass and the effects of the radiative heat transfer. During the late
1970s and the 1980s, various aspects of the optical fiber-draw
problems were studied by a number of researchers, which include
Paek and Runk@1#, Homsy and Walker@2#, Myers@3#, and Vasil-
jev et al.@4#. These studies primarily focused on one-dimensional
~1D! models for drawing fibers from small-diameter preforms at a
relatively slow speed.

Radiative transfer is the dominant mode of heat transfer in the
fiber-draw process. In@2#, it was found that the Rosseland diffu-

sion ~optically thick medium! assumption would fail at the
surface—an assumption commonly used in many early studies
due to its simplicity in solving the radiative transfer in the semi-
transparent glass. Wei et al.@5# confirmed this finding in a study
of radiative transfer modeling on a moving glass rod. They also
numerically solved the radiative transfer equation~RTE! using the
discrete ordinate method~DOM! to predict the temperature gradi-
ent built up during transient. In addition, their analysis showed
that the glass absorption coefficient in the short-wavelength band
cannot be neglected and proposed a modified band model that
includes the glass absorption at short-wavelengths. However, only
combined radiation and conduction with relatively simple geom-
etry ~concentric, uniform glass rods! were considered.

The desire to improve productivity has motivated researchers to
develop a 2D model that is more accurate for drawing of large-
diameter preforms at high speeds. Among these, Lee and Jaluria
@6# and Choudhury and Jaluria@7# assumed a free-surface profile
in the calculation to solve for the velocity and temperature field.
Using intermediate free-surface profiles, Choudhury et al.@8#
solved the 2D stream-vorticity governing equations, where a
small-diameter preform of 1.2576 cm drawn at a relatively slow
speed of 3 m/s was considered. Xiao and Kaminski@9# attempted
to solve the 2D conjugate problem of glass and gas flow with free
interface using the commercial finite-element code FIDAP. They
found it difficult to obtain convergence~that was sensitive to the
deformation mesh! as the number of radiative macrosurfaces in-
creased. More recently, Yin and Jaluria@10#and Cheng and Jaluria
@11# investigated the effects of process parameters on high-speed
fiber drawing~up to 20 m/s!.

For drawing large-diameter preforms at high speeds, it was
found that the computed glass temperatures were well above the
glass melting point at the furnace exit. This may imply that the
glass cools to form a solid fiber after leaving the furnace and thus,
the actual diameter and speed of the glass at the furnace exit are
essentially unknown. In order to address some of the abovemen-
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tioned problems encountered in simulating the free-surface profile
of melting glass in the furnace domain, we offer the following in
this paper:

1. A complete 2D numerical model is presented for solving the
neck-down shape of melting glass in the furnace domain,
which does not require specifying a value to the glass speed.
Instead, a Neumann boundary condition~NBC! at the fur-
nace exit is assigned, where the velocity gradient can be
more practically computed from the controlled draw tension.
The model presented here can be applied to optimization of
the high-speed draw process with large-diameter preforms.

2. This represents the first attempt to solve the RTE directly
using DOM for the radiation intensities in the problem of
predicting the neck-down shape of a fiber-draw process. The
solution does not assume that the glass is optically thick and
does not neglect the glass absorption at the short-wavelength
band. More specifically, we extend our earlier work@5# to
solve the full coupled 2D problem involving the combined
radiation and conduction with viscous flow in the melting
glass with an unknown free surface.

3. This paper introduces a robust and efficient computation
scheme to solve for the free-surface flow in fiber-draw pro-
cess based on the use of staggered grids. This staggered-grid
scheme guarantees strict energy conservation and as a result,
a much smaller grid number than those used in the previous
studies is needed for a specified preform diameter. In addi-
tion, the explicit boundary condition of the pressure is not
required at the free surface for this grid.

4. The numerical model presented here has been experimen-
tally validated. Unlike previous studies@1# and @8#, where
comparisons were made against experimental data obtained
for a small-diameter preform~1 cm! drawn at a slow speed
~1 m/s!, we compare our numerical prediction against an
experimentally measured neck-down profile for a large pre-
form of 9 cm in diameter drawn at a high speed of 25 m/s.
As will be shown, both the numerical results and experimen-
tal data are in excellent agreement.

2 Analysis
Figure 1 shows the melting of a fused-silica glass rod~preform!

with free surface inside the cylindrical furnace and the subsequent
cooling inside a postchamber. The interest here is to solve for the
geometry of the neck-down shape so that the glass radius at the
furnace exit can be determined. For this purpose, a complete 2D
model is developed for the furnace-draw process. The following
assumptions are made in the formulation:

1. The system is axisymmetric and two-dimensional. Only the
furnace domain is considered, where the furnace walls are
gray and diffuse.

2. The glass flow is Newtonian and incompressible. The glass
is semitransparent to radiation in the spectral range 0,l,5
mm and is almost opaque beyond 5mm. The scattering of
radiation can be neglected~Viskanta@12#!. The glass refrac-
tive index is uniform and does not depend on temperature.

3. The inner and outer surfaces at the glass interface are treated
as diffuse for the radiation reflection and transmission. This
assumption is based on the fact that the surface of the melt-
ing preform may undergo wavy hydrodynamic instabilities
with magnitude in the order-of-radiation wavelengths.

2.1 Fluid Dynamic Model. The 2D fluid dynamic govern-
ing equations for the glass flow, which include the continuity,
Navier-Stokes, and energy equations, are given below in the cy-
lindrical coordinates (r ,z) system@13#:
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where
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]z
1
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]r D 2

andqR is the radiation heat flux in the participating glass media,
the solution of which will be described in Section 2.2. Other sym-
bols in the above equations are defined in the Nomenclature.

The artificial compressibility method~ACM! @14# is used to
solve the pressure-velocity coupled Navier-Stokes equations nu-

Fig. 1 Schematic of free-surface flow in the furnace and post-
chamber
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merically in the glass domain. An artificial time derivative of the
pressure is added to the continuity equation as follows:

]p

] t̃
1aF1

r

]

]r
~ru !1

]v
]zG50 (5)

where t̃ is a fictitious time anda is the artificial compressibility
factor.

The full 2D fluid dynamic model has five variables to solve;u,
v, p, R, andT. The momentum and energy equations are strongly
coupled because the viscosity of the glass changes by several
orders of magnitude with temperature. Furthermore, the energy
equation is highly nonlinear due to the radiative heat transfer be-
tween the furnace and the glass. The coupled equations~2!–~5!
are solved numerically along with the following boundary
conditions.

Since the system is axisymmetric, we have along the centerline
or at

r 50, u50,
]v
]r

50,
]T

]r
50 (6)

At the furnace inlet or at

z50, u50, v5v in ,
]2T

]z2
50, R5Rp (7)

wherev in is the feed rate andRp is the preform radius. The glass
temperature is extrapolated at the furnace inlet since no significant
differences were found in the simulations even when a more de-
tailed temperature boundary condition was modeled.

The boundary conditions at the free surface are as follows:

Normal force balance: pg2pa1zk52mg

]Vn

]n U
g

22ma

]Vn

]n U
a

(8)

Tangential force balance: mg

]Vt

]n U
g

5ma

]Vt

]n U
a

'0 (9)

Net heat flux continuity: 2kg

]T

]nU
g

5qrad,opa1qconv

(10)

Kinematic condition:
]R

]t
1v

]R

]z
2u50 (11)

wherez is the surface tension andk is the surface curvature;Vn
andVt are the normal and tangential components of the velocity at
the interface;n is the magnitude of the normal vector;qrad,opa is
the net radiation heat flux in the opaque band;qconv is the natural
convection heat flux from the air; the subscriptsg anda denote the
glass and air, respectively; andR is the radius of the glass, which
is a function ofz. In Eq. ~8!, the surface tension and the normal
stress of the air can be neglected because they are several orders
smaller than the other terms;pa is set to 0 as a reference. Equa-
tions ~8!–~11! can be used as the boundary conditions for vari-
ablesu, v, T, andR(z), respectively.

At the furnace exit, the glass temperature is extrapolated, as the
downstream temperature of the glass outside the furnace does not
have considerable effect on the upstream temperature of the glass

at z5L f ,
]u

]z
50,

]2T

]z2
50 (12)

In addition, we use the NBC for the axial velocity~instead of
assuming an arbitrary value for the glass velocity at the furnace
exit; often, the value of the specified fiber draw speed is used in
published literature!. The NBC can be obtained from the elonga-
tion model for the draw tension@1#:

at z5L f ,
dv
dz

5
Ft

3mpRL f

2
(13)

where Ft is the specified draw tension on the fiber. It is worth
noting that the glass may not reach the specified diameter at the
furnace exit; thus, the glass velocity at the furnace exit is often an
unknown. On the other hand, the value of the draw tensionFt can
be measured and controlled immediately after the postchamber.
Because the glass diameter is very small after it exits the furnace,
its inertia and gravitational effects between the furnace exit and
the tension measuring point are negligible in Eq.~13!. The glass
radius at the furnace exitRL f

is known once the free surface is
determined.

2.2 Radiation Model. The energy equation requires the di-
vergence of the radiation heat fluxqR that can be obtained by

¹•qR5E
0

`F4pklnl
2I bl~T!2klE

V54p
I l~r, s!dVGdl (14)

where the spectral radiative intensityI l(r, s) is a function of the
position vectorr, orientation vectors, and wavelengthl; I bl(T) is
the spectral intensity of a blackbody radiation given by Planck’s
function; kl is the spectral absorption coefficient. The radiative
intensity is obtained by solving the RTE:

a

r

]~rI l!

]r
2

1

r

]~gI l!

]c
1b

]I l

]z
5kl@ I bl~T!2I l# (15)

where ~a,g,b!5~sinu cosc,sinu sinc,cosu! describes the direc-
tion cosines of the orientation vectors; andu andc are defined in
Fig. 2.

Due to the arbitrary change of the free interface, Eq.~15! is cast
into the fully conservative form in a general curvilinear coordinate
system~h,j!

]@rG~ah r1bhz!I l#

]h
1

]@rG~aj r1bjz!I l#

]j
2G

]~gI l!

]c

5klrG@nl
2I bl~T!2I l# (16)

where (h r ,hz) and (j r ,jz) are the grid metrics; andG is the
Jacobianof the transformation.

Equation~16! is solved numerically with the following bound-
ary conditions. Along the axis of the cylinder or at

r 50 I l5I l8 for b5b8, a52a8 (17)

Because the temperatures of the preform and the ambient outside
the furnace are much lower than that within the furnace, we can
neglect the intensities from the outside of the furnace

at z50, I l'0 for b.0 (18)

Fig. 2 Intensity orientation vector in the 2D axisymmetric cy-
lindrical coordinates system
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and

at z5L f , I l'0 for b,0 (19)

For a diffuse interface, the radiation intensity at the inner glass
surface pointing inward is given by

I l~r, s!5
~12rl

1!Hl1rl
2~ql,r

1 r1 ql,z
1 z!•n

p
s"n,0 (20)

where rl
1 and rl

2 are the reflectivities at the outer and inner
surfaces, respectively;ql,r

1 , ql,z
1 are the one-way spectral fluxes

in the glass in the positiver andz directions, respectively;n is the
unit normal vector at the free interface pointing outward; andHl
is the irradiation on the outer surface.

In order to obtain the irradiationHl in Eq. ~20!, the radiosities
of the furnace wall must be determined. For this, we consider the
enclosure formed by the glass outer surface, the furnace wall, and
the top and bottom disk openings. The radiosities on the glass
outer surface are given by

Jl5~12rl
2!~ql,r

1 r1 ql,z
1 z!•n1rl

1Hl 0,l,5 mm
(21)

Jl5«Ebl1~12«!Hl l.5 mm (22)

where« is the emissivity of the surface, andEbl is the blackbody
emissive power. Since the furnace is opaque, its radiosities are
also calculated from Eq.~22! in all the spectral range. The enclo-
sure is divided intoK small ring elements, and thus, the irradia-
tions can be expressed as

Hl,i5(
j 51

K

Jl, jFi 2 j (23)

whereFi 2 j is the diffuse view factor from surface elementi to j.
Substituting Eq.~23! into Eqs.~21! and~22! followed by applying
the resulting equations on each surface element, a system of linear
equations for the radiosities can be obtained. Once the radiosities
are solved, the irradiations can be determined from Eq.~23!. The
formula derived by Myers@3# is used to calculate the view factors
from the glass surface to the furnace wall. The view factor from
one furnace element to another is obtained by numerical integra-
tion considering the block of the view by the preform.

In this study, the discrete ordinate method~DOM! is used to
solve Eq.~16!. A detailed procedure of the method and the ab-
sorption coefficient band model can be found in@5#.

3 Numerical Method
The staggered grid@15# is used in solving for the free surface

due to the following advantages:

1. The method guarantees the strict energy conservation in the
finite volume discretization so that a smaller grid number
can be used.

2. The fluctuations in the solution~especially at the free sur-
face! due to the central differencing of the first derivative
terms are avoided.

3. There is no need for the explicit boundary condition for
pressure at the free surface.

The staggered grid scheme, though it requires tedious interpola-
tions of variables, is robust and efficient.

Since the free interface has an arbitrary neck-down profile, the
governing equations and boundary conditions are transformed into
a curvilinear coordinates system~h,j!. Second-order accurate fi-
nite differencing is applied to discretize the equations. The linear
equations are in semi-implicit form, as the source term is evalu-
ated at every previous time step. In solving the Navier-Stokes
equations, the pressure in Eq.~5! is updated explicitly by an arti-
ficial time-marching scheme at each real time step. The pressure
derivative term vanishes when this iteration converges so that the
continuity equation is satisfied.

Implementation of the Free Surface Boundary Conditions.
Using the following definitions for the normal and tangential ve-
locity components at the free surface, Eqs.~8! and~9! are imple-
mented using the staggered grid; appropriate discretization and
manipulation are required to ensure stable and robust convergence
in the computation

Vn5v"n5u
h r
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1v
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Ag11
(24)

Vt5v"t52u
hz

Ag11
1v

h r

Ag11
(25)

where n5(nr ,nz)
T and t5 (t r ,tz)

T are the unit vectors in the
normal and tangential directions at the free surface; and the grid
metric tensorg115h r

21hz
2.

Substituting Eqs.~24! and~25! into Eqs.~8! and~9! and trans-
forming them into the~h,j! coordinates, the following expressions
can be derived:
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where
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The grid metric tensorg125h rj r1hzjz and the Jacobian
G5h rjz2j rhz.

The first derivatives of the velocity components in Eqs.~26!
and~27! must be evaluated along the free surface. We defineu at
the surface andv half a grid away from the boundary. In order to
maintain the second-order accuracy in the differencing, the glass
domain is extended outward by half a grid size, and a fictitiousv
component is defined on the new boundary as shown in Fig. 3 in
dashed lines. The second-order accurate finite differencing can be
implemented on the gray-colored control volume right on the free
surface with the grid molecules shown in Fig. 3~a! as

]u

]h
51.5uP22uW10.5uWW (29a)

]u

]j
50.5~uS2uN! (29b)

]v
]h

50.5~vne1vse2vnw2vsw! (29c)

]v
]j

50.5~vsw1vse2vnw2vne! (29d)

and with the grid molecules shown in Fig. 3~b! as
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]v
]h

5~vP2vW! (30a)

]v
]j

50.25~vSW1vS2vNW2vN! (30b)

]u

]h
50.5~1.5un22unw1unww11.5us22usw1usww! (30c)

]u

]j
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Equations~29! and ~30! are substituted into Eqs.~26! and ~27!,
respectively, and the resulting linear equations are used as the
boundary conditions for the velocity componentsup and vp ,
respectively.

For the temperature boundary condition in Eq.~10!, the radia-
tion flux in the opaque band can be obtained, after the radiosities
are solved in the enclosure analysis, and is simply given by
qrad,opa5Jopa2Hopa . The natural convection heat fluxqconv can
be calculated numerically from the natural convection of the air in
the open-ended channel. It is necessary to include the postcham-
ber along with a detailed boundary condition at the entrance.

The axial derivative of the radius in Eq.~11! can be discretized
as ]R/]z5(Rs2Rn)/dz, where the nodes forRs and Rn are lo-
cated between every two adjacentu components as shown in Fig.
3~a!. In this way,Rs andRn are adjacent and the numerical fluc-
tuations due to the central differencing using every other two
nodes are avoided. Thev component in Eq.~11! can be interpo-
lated at the location ofuP using the adjacent four component
values.

Computation Scheme.The free surface and the velocity and
temperature fields are solved using the following procedures:

Step 1: Input the initial free surface profile and the values of the
primitive variables (p,u,v,T).

Step 2: Temperature iteration~with a given free surface and the
velocity field!.

a. Calculate the view factors.
b. Solve Eq.~16! iteratively to solve for the intensities at the

free interface.
c. Then calculate¹•qR using Eq.~14!.
d. Solve the energy equation using implicit time marching

scheme.
e. Repeat Step 2a until a steady state is reached.

Step 3: Free surface inner iteration~the temperature field is
fixed!:

a. Solve the Navier Stokes equations using ACM time march-
ing scheme.

b. Update free surface profile using kinematic condition, Eq.
~11!.

c. Regenerate the curvilinear grid.
d. Repeat Step 3a until a steady state has been reached.

Step 4: Free surface outer iteration

a. Save the free surface profile obtained in Step 3.
b. Compare it with the last result saved in Step 4.
c. If the relative change between two consecutive computed

free surface profiles is less than 1025, the final result is
obtained; otherwise go back to Step 2.

As shown in the above procedures, the degrees of freedom
~unknown variables! during the computation are effectively re-
duced by separating the temperature iteration and the free surface
iteration. This results in a more robust and faster convergence in
the computation.

4 Results and Discussions
A MATLAB program with C11subroutines was written to simu-

late the free surface of a draw process. Numerical results were
obtained for two geometries, where the values of the parameters
are shown in Table 1. Case 1 was selected for validating the com-
putational model. Case 2 was designed to study the effect of pre-
form diameter on the computational model for a specified fiber
diameter, draw speed, and tension on the fiber.

In both cases, the physical properties of the fused silica are
taken from Fleming@16# and the three-band absorption coefficient
model for the RTE can be found in@5#. Since the glass surface
velocity is small and the air temperature is close to the glass
temperature in the furnace domain, the convective heat flux is
much smaller than the radiation flux. Hence the use of an approxi-
mate heat transfer coefficienth should not affect the accuracy of

Fig. 3 Grid molecules for the staggered grid at the free surface a… control volume for u at the free surface b…
control volume for v at the free surface

Table 1 Parameters used in the simulation

Parameters Case 1 Case 2

Specified fiber diameter,Rf (mm) 62.5
Specified draw speed,v f (m/s) 25
Specified draw tension,Ft (grams) 110

Preform radius,Rp (m) 0.045 0.09

Furnace peak temperature,Tf ,max(K) 2,400 2,460
Furnace minimum temperature,Tf ,min (K) 1,700 1,760
Furnace radius,Rf ur (m) 0.06 0.12
Furnace length,L f ur (m) 0.45 0.7
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the solution significantly; however, the computation can be greatly
reduced. A sinusoidal variation ofh varying from 30 W/m2 K at
the furnace inlet to 50 W/m2 K at the exit was used. Thish was
based on the combination of the experimental data in Paek@1# and
simulation data from Yin and Jaluria@10#. The average air tem-
perature inside the furnace was estimated to be 1900 K.

The numerical model developed here has the advantage of fast
convergence. A nonuniform grid is used with a denser spacing
near the interface. A grid-size study showed no noticeable changes
in the results when the grid number is larger than 81315 ~in z and
r directions, respectively!. This is much smaller than 401321
used by Choudhury et al.@8#. One of the reasons for the efficiency
is that the staggered grid guarantees strict energy conservation in
the finite volume discretizaiton and reduces fluctuations in the
solution. It usually takes about 300 outer iterations to arrive at the
final results; this means 2.5 h of computation with a desktop PC
~AMD1700 CPU with a 512M RAM!. If a less strict convergent
criterion is used~say, from 1025 to 1023), it only takes 40 outer
iterations~or 45 min!. However, the temperature iteration usually
converges within 150 steps~or the relative change between two
steps is less than 1025!. The inner free-surface iteration in Step 3
may take as much as 4000 steps to reach a relative error residual
of 1024. Since the temperature data is only intermediate, a maxi-
mum iteration limit of 1500 steps can be set in the inner iteration
to reduce computational time.

4.1 Simulation Case 1. The values for Case 1 were data
provided by OFS so that models and numerical results can be
validated experimentally. Thus, the temperature distribution of the
furnace wall was experimentally measured@17# using a M90R
single-color infrared thermometer~MIKRON, Inc.!, which mea-
sures the radiosities at 0.65mm wavelength. This was followed by
a radiation analysis on the enclosure to obtain the emission inten-
sities and consequently, the temperature of the furnace wall. The
temperature distribution is parabolic with the maximum at the
middle and minimum at both ends.

Figure 4 shows some intermediate free surface profiles during
the outer iteration. It is noticed that the free surface profile con-
verges very fast. There is not noticeable change in most part of the
neck-down region after the 15th iteration. The diameter of the
glass at the exit may vary during the iteration due to the Neumann
boundary condition used forv.

Model Validation. The steady-state surface profile of the glass
rod was experimentally measured for the purpose of validating the
model. The preform was moved out of the furnace in a very short
time ~less than 1 min!to prevent shape deformation due to the

change of view factors. The handle of the preform was then held
by a fixture and moved vertically at a constant speed while its
diameter was measured by a laser scanner.

Figures 5~a!and 5~b!compare the free-surface profiles and the
axial temperature distributions of the glass computed using two
different boundary conditions at the furnace exit:

1. Neumann boundary condition~NBC! or Eq.~9!, as proposed
in this paper, which specifies the derivative of the glass
exit velocity by computing it from the draw tension:
dv/dz5Ft /(3mpRL f

2 ).
2. Dirichlet boundary condition~DBC!, commonly used, which

assumes the draw speed as the glass velocity at the furnace
exit: v5v f .

The sensitivity of the free-surface profile and the axial tempera-
ture distributions to the changes of the heat transfer coefficienth
~630%! is illustrated in Figs. 6~a! and 6~b!. The radial tempera-
ture distribution is given in Fig. 7.

Figure 5~a!compared the computed neck-down shape against
the measured profile, where those predicted with NBC as sug-
gested in this study is in excellent agreement with the experimen-
tal measurement. Those calculated using the DBC deviate signifi-
cantly from the measurement, particularly near the furnace exit
where the glass was assumed to move at the specified draw speed
~or equivalently, the specified diameter at the exit!. As compared
in Fig. 5~b! where the temperature is normalized to the melting
point of 1853 K, we note that the glass temperature increases

Fig. 4 Intermediate free-surface profiles during the outer
iteration

Fig. 5 Comparison of results „Case 1… „a… Neck-down profiles
„b… Centerline temperatures
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dramatically near the furnace exit in the case of DBC and as a
matter of fact, reheating occurs and keeps it well above the glass
melting point. The drastic increase in the glass temperature has
been traced to the viscous heating induced by the unrealistic high-
axial velocity gradient as the glass diameter converges rapidly to
the assumed fiber diameter. This phenomenon is clearly in conflict
with the assumption that the glass moving at the draw speed is a
solid fiber having the desired~constant!diameter at the furnace

exit. Hence, we conclude that the DBC is invalid for drawing
large preforms at high speeds, where the fiber freezes well outside
the furnace domain. Alternatively, draw tension can be utilized to
obtain an appropriate NBC for specifying the derivative of the
glass velocity in Eq.~13!. NBC is thus used in the rest of the
simulations.

As shown in Fig. 6, the solution is insensitive to the changes in
h except near the furnace exit where the air convection becomes
more pronounced. Figure 7 shows that the glass absorbs heat flux
near the furnace inlet and dissipates heat flux at the furnace exit.

2-D Glass Flow. The glass flow of a large preform exhibits
2D characteristics that are not predicted with a 1D model. In order
to provide a better understanding of the effects of the 2D velocity
variation on the glass flow, a program utilizing the computed 2D
velocity field was written.

Figure 8 shows the distributions of the radial and axial velocity
components. Figure 8~a! shows an interesting radial variation of
the glass axial velocityv. Near the furnace inlet, the glass melts
from the surface due to the positive radial temperature gradient
~Fig. 7! while it remains largely solid at the center. Hence, the
surface velocity is higher than the centerline velocity. The glass
completely melts in the neck-down region~at about 1/3L f), the
surface velocity becomes much slower than the centerline veloc-
ity. The radial variation of the axial velocity is small near the
furnace exit where the molten glass is highly viscous and has a
very small diameter. Figure 8~b! shows that the glass velocity
increases exponentially in the neck-down region. Figure 8~c!
shows that the radial velocityu is linear with r near the furnace
exit, which is governed by the continuity equation with the almost
1D distribution ofv. In the neck-down region, the distribution of
u is nonlinear due to the radial variation ofv.

The visualization program tracks a group of fictitious infinitesi-
mal particles originally distributed at the same cross-section plane
in the preform as they travel through the neck-down region. Snap-
shots of the particles can be graphed from the following integral:

r ~ t !5r ~0!1E
0

t

V@r ~s!#ds (31)

where the location vectorr is obtained by integrating the velocity
vector V along a path in ther -z coordinate system; ands is a
dummy integration variable representing time. Figure 9 shows
how the particles travel through the neck-down region from the
furnace inlet~or at z50), where the dashed lines represent the
interface between the core rod and the cladding tube. As predicted
in Fig. 9~a!, the particle distributions become dramatically dis-
torted once they move past 1/3 of the furnace length where the
glass axial velocity is faster in the center than that near the sur-
face. Although the radial variation of the axial velocity is small, it
causes a distortion of the particle distribution due to the exponen-
tial increase in the axial velocity in thez direction as shown in
Fig. 8~b!. Simple 1D models are not able to capture this 2D par-
ticle flow pattern. This visualization could be used to track the
change in the gap geometry, which occurs between two stacked
cores in the glass preform. The study, however, requires extending
the computation domain to the solidification of the fiber and is
beyond the scope of this paper.

4.2 Simulation Case 2. The effects of a large-diameter pre-
form on the computational model were studied using Case 2. Two
numerical updating-schemes are compared, where the furnace
temperature and geometry were modified appropriately to accom-
modate the large preform and to keep a reasonable furnace length.

1. Semi 2D solution using radially lumped 1D axial velocity
and mass conservation@8#.

Fig. 6 Effects of heat transfer coefficient h „a… Effect of h on
neck-down profiles „b… Effect of h on centerline temperatures

Fig. 7 Radial temperature distributions
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2. Complete 2D solution using kinematic boundary condition
in Eq. ~11!.

Comparisons are shown in Figs. 10~a! to 10~c!. As shown in Fig.
10~a!, the diameter of the preform in the neck-down region pre-
dicted by the semi-2D model is smaller than that from the 2D
model. Consequently, the temperature in that region is higher due
to the higher view factors to the hot spot of the furnace. At the
bottom of the furnace, the diameter of the glass from the semi-2D
model is larger than that in the full 2D model. As a consequence,

the velocity of the glass is smaller, as shown in Fig. 10~b!, since
the mass flow rate is conserved in the axial direction. The axial
mass advection is weaker as the velocity is smaller, which results
in a lower temperature near the exit in the semi-2D solution as
shown in Fig. 10~c!. It can be expected that the difference will be
significant for the prediction of the location where the glass turns
into fiber if the postchamber is included in the computation do-
main. This prediction is important for the industry to determine
the necessary length of the postchamber.

Fig. 8 Velocity distributions of the preform „a… Radial distribution of normalized v „b… Axial
distribution of normalized v „c… Radial distribution of normalized u

Fig. 9 Particle flow tracking a… complete snapshots at different instants of time b… zoom in
the rectangular region in a …
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5 Conclusions
A complete 2D numerical model for the high-speed fiber-

drawing process in the furnace domain has been presented. This
model uses the controlled draw tension to calculate the Neumann
boundary condition at the furnace exit, and thus, it does not re-
quire specifying an assumed value to the glass speed as most
previous studies did. The RTE has been directly solved for the
radiation intensities using DOM, which is coupled with the solu-
tion of the free-surface flow. The computation scheme is shown to
be efficient and robust. The required grid number is much smaller
than that used in the previous study although the preform is larger
and the furnace is longer.

The predicted free surface with NBC has been experimentally
validated. The experimentally measured profile well agrees with
that derived numerically. We have also noted that the free surface
calculated using the DBC deviates significantly from the mea-
sured profile, particularly near the furnace exit. As the glass cools
to form solid fiber after leaving the furnace, the actual diameter
~and, hence, the speed! of the glass at the furnace exit is essen-
tially unknown. This implies that assigning an arbitrary value to
the glass speed at the furnace exit may not be valid for drawing
large preforms at high speed.

The effects of the preform diameter on the free-surface calcu-
lation with a draw speed of 25 m/s have also been examined.
Comparisons between the full and semi-2D models show that the
difference is considerable when the preform has a large diameter.
This difference is particularly significant if the interest is to pre-
dict the location where the glass converges to form the fiber of
125 mm in diameter. Our next step is to extend the computation
domain to include the postchamber, and the conjugate problem of
the glass flow and the natural convection of the air in the chamber
will be solved.
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Nomenclature

Cp 5 Specific heat
Ebl 5 blackbody emissive power

Fi 2 j 5 diffuse view factor from elementi to ele-
ment j

Ft 5 draw tension
G 5 Jacobian of the grid transformation

Hl 5 irradiation
I l 5 spectral radiative intensity

I bl 5 spectral blackbody intensity
Jl 5 spectral radiosity
L f 5 furnace length
R 5 glass radius

Rf 5 fiber radius
RL f 5 glass radius at the furnace exit
Rp 5 preform radius
T 5 temperature

Vn , Vt 5 normal and tangential components of the
velocity at the free surface

a 5 artificial compressibility factor
g 5 gravitational acceleration

g11, g12 5 grid metric tensors
k 5 thermal conductivity
n 5 magnitude of the normal vector
n 5 unit normal vector
p 5 pressure

qR 5 radiation heat flux

Fig. 10 Comparisons between semi-2D and full 2D models „a… Free surface profiles „b… Axial
velocity distribution „c… Centerline temperature
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qrad,opa 5 net radiation heat flux in the opaque band
qconv 5 natural convection heat flux from the air

ql,r
1 , ql,z

1 5 one-way spectral radiative fluxes in the
positive r andz directions

r 5 radial coordinate
r 5 position vector
s 5 orientation vector
t̃ 5 fictitious time
u 5 radial component of velocity
v 5 axial component of velocity

v in 5 preform feed rate
v f 5 fiber draw speed
z 5 axial coordinate

kl 5 spectral absorption coefficient
a, g, b 5 direction cosines of the intensity orientation

vectors
u 5 local polar angle

h r , hz , j r , jz 5 grid metrics of the tranformation
rl

1 , rl
2 5 reflectivities at the outer and inner surfaces,

respectively
« 5 emissivity
r 5 density
m 5 dynamic viscosity
F 5 dissipation function
z 5 surface tension
k 5 surface curvature
l 5 wavelength

h, j 5 general curvilinear coordinates
c 5 local azimuthal angle
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Observation of Femtosecond
Laser-Induced Ablation in
Crystalline Silicon
The ablation of crystalline silicon by ultrashort laser pulses is studied experimentally. A
pump-and-probe experiment is implemented in a collinear arrangement, utilizing a time-
delayed frequency-doubled probe beam for in situ reflectance measurement and ultrafast
microscopy observation. Enhanced surface reflectivity in sub-picosecond time scale at the
center of the irradiated spot indicates nonthermal liquid layer formation. A short-lived
nonthermal liquid phase was detected at fluence of 1.5J/cm2. In addition to this obser-
vation, the reflected images for pump beam fluences ranging from 1.5 to 4.6J/cm2

provide evidence of plasma expansion above the irradiated target.
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I Introduction
Interactions of ultrashort pulsed laser radiation with solid mat-

ter have been investigated extensively@1–5#. Femtosecond laser
pulses impart extremely high intensities, providing well-defined
laser-ablation thresholds at substantially reduced laser energy den-
sities. Precise control of the laser-beam coupling with the speci-
men reduces the extent of thermal penetration and enables high
quality of machining reproducibility. Hence, high aspect ratio
cuts, free of debris and less lateral damage are produced@6–8#.

Femtosecond time-resolved optical experiments on ultrafast ir-
radiation revealed the existence of a high-reflectivity phase for
laser fluence exceeding a critical threshold@3,9,10#. These obser-
vations were attributed to a melt layer that is initiated at the sur-
face and subsequently propagates into the underlying high-density
electron hole plasma@10#. This ultrafast process accompanies so-
called plasma annealing@5,11#with which the lattices are softened
and disordered. Fundamental questions remain concerning the
physical origin and evolution of the ultrafast ablative material
removal process under the nonequilibrium conditions imposed by
femtosecond laser irradiation.

Recent experiments applying X-ray diffraction with picosecond
time resolution enabled detection of nonthermal melting of semi-
conductor materials@12–14#. The surface-mediated melting trans-
formation via a distinct solid/liquid interface is contrasted with the
homogeneous plasma annealing mechanism@11,15#. The latter is
triggered by high-density electron hole plasma that inherently car-
ries no normal molten phase. However, investigations utilizing
femtosecond time-resolved reflectivity measurement@10,16#sug-
gested existence of a molten layer whose properties and transient
behavior differ from normal thermal melting. Experiments
@2,4,17–19#and theoretical developments@5,20# showed distor-
tion of the silicon diamond lattice structure that is related to lattice
instability in the hundreds of femtoseconds time scale on ul-
trashort pulsed laser irradiation.

This paper presents an experimental study on the interaction of
femtosecond laser pulses with crystalline silicon semiconductor
wafers by utilizing a collinear optical arrangement~the heating
beam and probe beam are at normal incidence to the sample!. This
does not need to consider polarization effect in the reflectivity
measurement. Not only the refelectivity for sub-picosecond time
scale, but also the plasma evolution at later times is considered

with higher fluences. The early stage of ultrafast phase change is
explained via theoretical analysis as well as experimental obser-
vation.

II Theoretical Background
The electron densityN in this study can be obtained by ignor-

ing the contributions of recombination within a few picoseconds
time scale. The impact ionization is also ignored due to the
screening effect at high carrier density. The generated carriers by
linear ~one-photon absorption! and nonlinear absorption~two-
photon absorption! are diffused and emitted from the surface.
Hence, the one-dimensional conservation equation for ultrashort
pulse-induced excitation of energy carriers can be written, exclud-
ing phase change as follows:

]N

]t
1

]

]x
•S 2D

]

]x
N2Jee

2x/ l D
5

~12R!aI ~x,t !

hn
1

~12R!2bI 2~x,t !
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(1)

where R is reflectivity, a is linear absorption coefficient,b is
two-photon absorption coefficient@22#, I is the laser intensity,D
is ambipolar diffusion coefficient@22#, hn is the photon energy
quantum,Je is the electron current density due to thermionic elec-
tron emission at the surface, andl is the electron escape length
~2.5 nm! @23#. Details of electron emission and simulation param-
eters are found in the literature@23–25#. The two-photon absorp-
tion is dominant because the linear absorption length is nearly 10
mm at wavelength of 800 nm. It should be noted that the reflec-
tivity as well as the absorption coefficient change during the pulse
due to the varying transient electron density distribution. The laser
energy coupling with the material was calculated by employing
the matrix method formulation in stratified media exhibiting gra-
dients of the complex refractive index@21#. When the carrier den-
sity is high, the Drude model is sufficient to evaluate the complex
refractive indexnc of the surface plasma layer@21#:

nc5S «c2Si2S vp

v D 2 1

11 i
1

vtd

D 1/2

(2)

wherev is angular frequency of the probe light,td is damping
time, «c-Si is dielectric constant of crystalline silicon (30.87
1 i4.31), andvp is plasma frequency expressed as 4pNe2/m* me
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whereme is electron rest mass andm* is ratio of electron effec-
tive mass to rest mass taken as 0.18. The damping time chosen is
1 fs, considering high carrier-carrier collision@1#. Since no de-
tailed experimental data on the temperature dependence of the
Drude parameters, we take constant effective mass and damping
time for simplicity. In fact, at high temperature, high damping rate
(vtd∨1) was observed, which in turn the minimum reflectivity
became that of the unperturbed solid. On the contrary, at low
damping rate (vtd™1), the minimum reflectivity approaches
zero@1#. Temperature-independent electron mass is also question-
able, as hot electrons are situated far from the band edge. In this
case, the effective mass should be averaged for all the occupied
states, requiring detailed band-structure information.

The temporal evolution of the electron number densities is cal-
culated by using a finite difference method and by taking into
account many body effects@22# as indicated in Fig. 1~laser flu-
ence at 1.5 J/cm2). Figure 1 also shows the reflectivity at thel
5400 nm probing wavelength, predicted by considering a plasma
layer of both temporally and spatially~i.e., in the depth direction!
varying complex refractive index. The transmission matrix ap-
proach in stratified media@21# was employed to calculate the op-
tical response of the structure. A sharp increase of reflection due to
highly dense electron hole plasma was predicted at early times. In
contrast, the reflectivity returns to the bare silicon reflectivity level
at times far beyond the pulse length. This model identifies the
highly reflecting phase existing only for a short time~a few hun-
dred femtoseconds!. As it will be shown later, this post-pulse re-
flectivity prediction is contrary to the experimental observation
due to nonthermal liquid-layer formation launched by lattice
instability.

III Experiment
A schematic of the experimental apparatus is shown in Fig. 2. A

femtosecond mode-locked seed beam of 14 nm bandwidth, pulse
energies in the nanojoule range, and repetition rate of 80 MHz is
emitted from a Ti:sapphire oscillator pumped by a diode laser. A
pulsed Nd:YLF operating at the repetition rate of 1 kHz pumps
the seed beam through a regenerative amplifier. Using the chirped
pulse amplification technique, ultrashort pulses are generated with
a FWHM pulse width of about 83 fs, 800 nm wavelength, and 1
mJ maximum pulse energy. Fluctuations of the beam energy were
measured to be within 1% of the mean value.

In the present experiment, single pulses of energy in the 0.04–
0.36 mJ range are focused onto an approximately 100mm-dia

spot, yielding energy fluence of 0.4– 4.6 J/cm2. The position of
the focal waist and the focal spot size of the pump beam were
determined by a knife-edge technique@26#.

The pump and probe beam paths are shown in the solid and
dotted line, respectively. A 10% portion of the fundamental 800
nm beam~probe beam!served to generate a frequency-doubled
(l5400 nm) beam through the nonlinear crystal~NLC!. The re-
maining 90% of the original beam~pump beam!was utilized to
process the sample. Errors introduced by misalignment of the two
beams were thoroughly examined as suggested in the Ref.@27#.
No shift of the probe beam intensity distribution was detected up
to about 100 ps.

The reflected probe beam was directed through thel/4 ~quarter
waveplate!so that its polarization was converted to S and after
reflecting off the polarizing beamsplitter~PBS! formed an image
of the heated target area at the focal plane of a 250 mm lens. The
image was relayed via an interference filter centered at 400 nm, a
1003 microscope objective and a 103 eyepiece to a CCD cam-
era. The sample stage was translated in the X-Y directions by a
precision microstage in order to acquire time-resolved images of
fresh surface exposed to single-shot pulses. It is worth noting that
both the pump and probe beams are normal to the sample, elimi-
nating polarization dependence on reflectivity. Additionally, the
entire image is taken at the same time in contrast to oblique-angle
illumination.

IV Results and Discussion
The sequence of time-resolved surface images~Fig. 3! reveals a

Fig. 1 Temporal evolution of calculated surface electron den-
sity and reflectivity at lÄ400 nm with no consideration of
phase change. „Note the electron density at 0.5 ps is 2
Ã1022 cmÀ3.… The laser fluence is 1.5 J Õcm2. The critical den-
sity for lattice instability has been revealed theoretically at
1022 cmÀ3

„Ref. †5‡….

Fig. 2 Schematic diagram of experimental setup „DM: dichroic
mirror; NLC: nonlinear crystal; lÕ4: quarter wave plate; L: lens;
M: Mirror…. The pump beam „solid line… and probe beam „dotted
line… are normally incident on the sample.

Fig. 3 Time-resolved surface images at fluence of 1.5 J Õcm2.
Highly reflecting phase is identified below 1 ps. The ablation
starts at around 10 ps.
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variety of physical phenomena. The enhanced reflectivity re-
corded in the early stage of the heating process (t,2 – 3 ps) indi-
cates presence of dense electron-hole plasma and the evolution of
a nonthermal liquid layer@11#. The absolute reflectivity data at the
center of the irradiated spot displayed in Fig. 4 show that this
mechanism is active up to 2 or 3 ps. Considering that the peak
reflectivity for the fluence ofF50.4 J/cm2 stays substantially
lower than theR50.72 reflectivity of bulk molten silicon at the
400 nm probe laser wavelength, no distinct signature of a liquid
phase is detected. However, at higher fluences, the reflectivity
increase within a couple of picoseconds, before the lattices are
thermally relaxed~lattice-lattice relaxation time510 ps), implies
the emergence of a transient, ultrafast liquid layer triggered by the
destabilization of the crystal lattice@5# by a dense electron-hole
plasma in ultrafast time scale.

The low reflectivity predicted by assuming electron-hole
plasma layer beyond 500 fs does not allow a plausible explanation
of the high reflection observed in the experiment. Figure 5 gives
the reflectivity for a liquid layer of varying thickness having the
complex refractive index of liquid silicon. Comparison with the
reflectivity corresponding to different plasma densities confirms
that the highly reflective phase observed in the early stage of
ablation process is caused by the generation of the nonthermal
liquid layer. For a 10 nm liquid layer, the reflectivity approaches
0.7 and is in agreement with the experimental results shown in
Fig. 4. At higher fluences, the predicted surface electron density
surpasses 1023 cm23, driving the reflectivity past 0.75. Due to the
transition to an ultrafast liquid phase, the surface reflectivity mea-
surement does not yield such high values.

Based on the time-resolved images, it can be stated that mate-
rial ablation starts at around 10 ps. Early part of ablation
(;10 ps) can be explained by ejected electrons by electron emis-

sion as well as nonthermal ablation, generating strong absorbing
plasma in the vicinity of the sample. The total electron yield
reached 1020 cm22 by using a one-dimensional energy transport
equation based on relaxation time approximation and considering
electron emission@25#. At the later times (t.20– 40 ps) isentro-
pic expansion into air can occur~phase explosion!leading to ther-
mal ablation@28,29#.

Figure 6 shows that the bright spot at the center of the irradiated
zone persists longer as the laser fluence is increased. High-
resolution, time-resolved shadowgraph images@25# show that the
plasma front velocity is of the order of several thousands m/s.
Consequently, the plasma layer formed att;10 ps is less than 1
mm in thickness. Thus, the surface electron density exceeds
1023 cm23. Gradual darkening of the central portion of the irradi-
ated area was observed for longer elapsed times due to emergence
of a plasma layer~a few micrometers thick! @25# in the proximity
of the sample surface. Earlier study@3# explains the observation of
a bright region at the center of the irradiated spot at a longer
elapsed time~i.e., 500 ps!by assuming enhanced transmission of
the probe laser beam toward the surface. They asserted that par-
ticles are first ejected in the form of nanometer-sized liquid drop-
lets and are then atomized over the hot central region that remains
in molten phase. The images displayed in Fig. 7 at fluencesF
>1.5 J/cm2 show that the central region att5500 ps is dark, due
to strong attenuation of the probe laser beam by the high-density
and opacity plasma formed above the surface. The peripheral dark
ring corresponds to a rarefaction wave front pointing toward the
substrate@25#.

Fig. 4 „a… Short time scale and „b… longer time scale time-
resolved surface reflectivity traces. Reflectivity at the early
stage approaches that of liquid silicon.

Fig. 5 Reflectivity as a function of layer thickness for liquid
silicon and solid-state plasma. „The low plasma density, 2
Ã1022 cmÀ3, is utilized for predicting the relectivity at 0.5 ps. …

Fig. 6 Comparison of time-resolved image sequence „a… 2.9
and „b… 4.6 JÕcm 2. The bright spot at the center of the irradiated
zone persists longer at higher laser fluence.
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V Conclusion
In conclusion, imaging with a time-delayed frequency-doubled

probe beam, collinearly aligned with respect to the pump pulse
has been performed. The results showed a highly reflecting phase,
indicating creation of a dense plasma in conjunction with a non-
thermal liquid phase of about 10 nm in thickness (F
51.5 J/cm2) within 1 ps after the pump beam incidence on the
sample surface. The early stage of ablation was shown to start at
10 ps. Darkening of the reflection image was explained by invok-
ing the formation of a strongly absorbing plasma in the vicinity of
the sample that is caused by electron emission.
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Nomenclature

D 5 ambipolar diffusion coefficient, m2/sec
h 5 Planck’s constant, J•sec
i 5 complex number (i 2521)
I 5 laser intensity, W/m2

J 5 current density, A/m2

l 5 electron escape length, m
m 5 rest mass, kg

m* 5 ratio of effective mass to rest mass
n 5 refractive index
N 5 electron number density m23

R 5 reflectivity
t 5 time, sec
x 5 space variable, m
a 5 linear absorption coefficient, m21

b 5 two-photon absorption coefficient, m/W
« 5 dielectric constant
n 5 frequency, sec21

t 5 damping time, sec
v 5 angular frequency, rad/sec

Subscripts and superscripts

c 5 complex
c-Si 5 crystalline silicon

d 5 damping
e 5 electron
p 5 plasma
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Fig. 7 Surface images taken at 500 ps for different energy den-
sities for „a… 0.4, „b… 1.5, „c… 2.9, and „d… 4.6 JÕcm 2. Peripheral
dark rings at higher fluences correspond to rarefaction wave
toward the sample surface.
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Molecular Dynamics Study of
Phase Change Mechanisms
During Femtosecond Laser
Ablation
In this work, Molecular Dynamics (MD) simulation is employed to investigate femtosec-
ond laser ablation of copper, with an emphasis on the understanding of the mechanism of
phase change during laser ablation. Laser induced heat transfer, melting, surface evapo-
ration, and material ablation are studied. Theoretically, it has been suggested that under
intense femtosecond laser irradiation, the material undergoes a volumetric phase change
process; its maximum temperature can be close to or even above the thermodynamic
critical point. The MD simulations allow us to determine the transient temperature history
of the irradiated material and to reveal the exact phase change process, which explains
the mechanisms of femtosecond laser ablation. A finite difference calculation is also
performed, which is used to compare results of heating and melting prior to a significant
amount of material being ablated.@DOI: 10.1115/1.1797011#

Introduction
In recent years, commercial, turn-key femtosecond pulsed la-

sers have been rapidly developed and employed in materials pro-
cessing. Due to the extremely short laser pulse duration, heat dif-
fusion is confined, resulting in more precise machining compared
with those obtained with longer laser pulses. On the other hand,
femtosecond laser material interaction involves coupled, non-
linear, and non-equilibrium processes, inducing extremely high
heating rate (1016 K/s) and high temperature gradient (1011 K/m)
near the laser irradiated surface. The purpose of this work is to use
numerical techniques to investigate the rapid phase change pro-
cess during femtosecond laser ablation. Both finite difference
~FD! and molecular dynamics~MD! calculations are carried out.

A large amount of work has been dedicated to the numerical
study of laser material interactions. Several finite difference
schemes have been reported in the literature. These works imple-
ment the two-temperature model first proposed by Anisimov et al.
@1#, which was later rigorously developed from the Boltzmann
transport equation@2#. The two-temperature model considers elec-
trons and the lattice as two sub-systems. The laser energy is first
absorbed by electrons and subsequently coupled to the lattice over
a time period of several picoseconds. Recently, this model has
been extended to compute solid-liquid and liquid-vapor phase
change induced by a femtosecond laser pulse@3#. For MD calcu-
lations, due to the limitation of computing power, most work has
been restricted to systems with a small number of atoms. For
example, MD calculations of laser ablation of a dielectric system
consisting of 4851 atoms@4# and crystalline silicon containing
approximately 23,000 atoms@5# have been reported. A metal sys-
tem consisting of 160,000 atoms was simulated@6# using the
Morse potential function@7#. Heat conduction by the electron gas
in metal, which dominated the heat transfer process, could not be
predicted by the Morse potential function. Rather, it was simu-
lated using the finite difference method based on the thermal con-
ductivity of electrons in metal. A larger argon crystal of about half
a million atoms irradiated by a laser pulse was investigated@8#.
Recently, Wang and Xu studied thermal and thermomechanical
phenomena during picosecond laser ablation of an argon crystal of

a size of two million atoms@9,10#. Generation and propagation of
the thermal stress, and the coupling between the temperature field
and the stress field were discussed in detail.

In this work, MD simulations are conducted to study femtosec-
ond laser ablation of copper. Over two million atoms are simu-
lated using parallel computing techniques. Laser induced heat
transfer, melting, surface evaporation, ablation~i.e., rapid removal
of a significant amount of material, also referred to as a volumet-
ric phase change process in this work! are studied. In addition,
finite difference~FD! calculations are carried out and results of
laser induced heating and melting are compared with those from
MD calculations. The emphasis of this work is to investigate the
mechanisms of laser ablation. Parameters relevant to laser abla-
tion, such as the transient temperature history and superheating of
the melted material are presented.

Theoretical Description of the Mechanisms of Femtosec-
ond Laser Ablation

There are two processes of laser induced material removal: sur-
face evaporation and volumetric liquid-vapor phase transforma-
tion @11#. Surface evaporation occurs at any melted surface. Dur-
ing pulse laser heating, however, surface evaporation normally
accounts for a small fraction of the total material that is removed,
since the high temperature state only lasts for a short period of
time. Under high power, short pulse laser irradiation, another ma-
terial removal mechanism, the volumetric phase transformation
termed phase explosion becomes important@12,13#. Phase explo-
sion can be illustrated using the p-v diagram as shown in Fig.
1~a!. With rapid heating by a laser pulse, it is possible to raise the
temperature above the boiling point ‘‘A’’. This is because the
number of nucleation sites generated within the short heating du-
ration is small. On the other hand, there is a boundary of thermo-
dynamic phase stability, the spinode, which is marked as point
‘‘B’’ in Fig. 1~a!. The spinodal temperature can be calculated from
the derivatives of the Gibbs’ thermodynamic potential using ap-
propriate equation of state near the critical point. At the spinode,
homogeneous~volumetric!nucleation, or phase explosion occurs.
The liquid is turned into a mixture of liquid and vapor through an
explosion~expansion!process as shown in Fig. 1~a! from state B
to state C. Therefore, phase explosion is accompanied with melt
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expulsion. Experimental work has shown that phase explosion
occurs during nanosecond laser ablation of a metal@11,13#.

The physical phenomena occurring in femtosecond laser abla-
tion are much more complicated than those in nanosecond laser
ablation. Due to the extremely short heating duration, the time
required to transfer energy from the electron system to the lattice
is longer than the laser pulse, leading to non-equilibrium between
electrons and the lattice. Intense femtosecond laser pulses can
cause electron emission. Because the mobility of electrons in di-
electrics and semiconductors is low, a localized high ion density
results which can exceed the lattice stability limit and cause Cou-
lomb explosion—a type of nonthermal ablation@14,15#. Nonther-
mal Coulomb explosion is much more significant in dielectrics
and semiconductors, while it plays a minor role in metal.

Femtosecond laser also causes an explosive type of material
removal. An important factor that needs to be considered here is
the time for vapor embryos to grow to nuclei prior to the volu-
metric phase change taking place.~Embryos smaller than a critical
size will collapse, while those larger than the critical radius, called
nuclei, will favor growing in order to reduce free energy.! The
time for nucleation, or the time lag for phase explosion, has been
estimated from the classical nucleation theory to be within 1 and
10 ns@16#. Experimental study showed that this time lag is about
5 ns during nanosecond laser ablation of a nickel target@17#.
Since this time lag is longer than 1 ns, nucleation cannot occur
during laser heating if the laser pulse is shorter than 1 ns. With the
use of a femtosecond laser, heating above the spinodal tempera-
ture or even above the critical temperature becomes possible. A
phase change process from the super-critical state to a two phase
mixture is termed critical point phase separation@18#. The p-v
diagram of critical point phase separation is shown in Fig. 1~b!.
Under an extreme heating rate, a material reaches a state above

the thermodynamic critical temperature ‘‘B’’, followed by an ex-
pansion~relaxation!process during which the nucleation embryos
continue to grow. When a sufficient number of nucleation sites are
generated in this expansion process, a violent phase change pro-
cess takes place~state ‘‘C’’ to ‘‘D’’!. The exact point when this
phase change occurs~i.e., above or below the critical point! is not
known, but is probably dependent on the peak temperature ob-
tained during the process. In the past, such a phenomenon was
only discussed in a theoretical context due to lack of means to
achieve the required heating rate@18#. However, with femtosec-
ond laser heating, it was suggested that the critical point phase
separation could be responsible for ablation@19#.

We have conducted many experimental and numerical re-
searches on the phase change process during nanosecond laser
ablation@11,13,17#. This work continues our efforts on the inves-
tigations of pulsed laser ablation, with the emphasis on the abla-
tion induced by a femtosecond pulse. From the above discussion,
information such as the transient temperature during the laser ab-
lation process, the creation of the vapor phase inside the super-
heated liquid, and the time required to form a two-phase mixture
are needed to describe the phase change phenomena induced by a
femtosecond laser pulse. The MD calculations conducted in this
work are intended to provide detailed descriptions of femtosecond
laser ablation.

Numerical Approach
Molecular Dynamics simulation is a computational method to

investigate the behavior of materials by computing the molecular
or atomic motion governed by a given potential. For copper, a
suitable potential is the Morse potential expressed as@7#

F~r !5D@e22b~r 2r «!22e2b~r 2r «!# (1)

whereD is the total dissociation energy andr « is the equilibrium
distance. The constantb in this equation determines the shape of
the potential curve. Whenr→r « , the potentialF→2D. At very
large separation distancer, F→0. Using the potential function,
the force between two atoms is obtained as

F~r !52
]F~r !

]r
52Db@e22b~r 2r «!2e2b~r 2r «!# (2)

The Morse potential has been proven to be a good approxima-
tion to the interactions between atoms in fcc metals, and is ca-
pable of predicting many material properties@7#. It has been
widely used in simulating laser ablation processes@6,20–23#. Al-
though there are other potentials for copper used in literatures,
such as the embedded atom method@24#, we have chosen the
Morse potential since it requires the least amount of computa-
tional time and also there is no evidence which potential provides
better description for the laser ablation problem. MD simulations
of picosecond laser ablation of metal using EAM yielded similar
volumetric phase change phenomena as the one obtained in this
work @25#, although direct comparison is not possible because of
the different laser parameters used in the two works~different
pulsewidth, fluence, etc.!.

The general approach of MD is to obtain atomic positions, ve-
locities, etc. at timet1dt based on positions, velocities, and other
dynamic information at timet. The equations are solved on a
step-by-step basis. Many different algorithms have been devel-
oped to solve Eqs.~1! and ~2!, of which the Verlet algorithm is
widely used due to its numerical stability, convenience, and sim-
plicity @26#. In this work, a modified Verlet algorithm is used@9#.

In the calculation, most time is spent on calculating forces.
However, it is not necessary to calculate forces between all atoms
in a computational domain. When two atoms are far enough from
each other, the force between them becomes very small~see Eq.

Fig. 1 „a… p -v diagram of phase explosion at spinode; and „b…
p -v diagram of critical point phase separation
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~2!!. The distance beyond which the interaction force is negligible
is called the cutoff distance~potential cutoff!. In this work,r c is
taken as 2.4r« . At this distancer c , the potential is about 0.9% of
the equilibrium potentialD.

Using the two-temperature model, the laser energy is consid-
ered absorbed by electrons in copper first, and is then transferred
from electrons to the lattice. The governing equation for electrons
and the electron-lattice coupling can be obtained from two-
temperature model and is expressed as@27#

Ce

]Te

]t
5

]

]x S ke

]Te

]x D2G~Te2Tl !1S (3)

The strength of energy coupling between electrons and the lat-
tice is represented byG. The last termS represents absorption of
energy by electrons from the laser. The laser source termS is
expressed as the standard form for a laser pulse with a Gaussian
temporal distribution:

S50.94
12R

tpd
J•expS 2

x

d
22.77S t2t0

tp
D 2D (4)

The use of Eq.~3! for computing energy absorption and diffu-
sion in the electron system is justified. This is because the time for
electrons to absorb photon energy and reach thermal equilibrium
~electron thermalization time! is short, on the order of 500 fs@28#.
This time scale is less than the time for energy to transfer from
electrons to the lattice~;ps!and the time of the subsequent phase
change process~;10 ps or longer!, which is the main focus of this
study. In other words, the detailed process of how the electrons
reach equilibrium, which occurs much earlier than the lattice
structural change, is not important for this work.

The TDMA ~Tri-Diagonal Matrix Algorithm! method is used to
solve Eq.~3!. At each time step, the electron-lattice coupling term
G(Te2Tl) is added to the lattice by scaling the velocities of all
atoms in a structural layer by a factorA11G(Te2Tl)dt/Ek,t,
whereEk,t is the total kinetic energy in the layer at the timet. This
is equivalent to increasing the lattice energy as

Cl

]Tl

]t
5G~Te2Tl ! (5)

Heat conduction in the lattice is always considered in the MD
simulation, although it is insignificant compared with the electron
conduction in a metal. The change of density due to thermal ex-
pansion or phase change is considered by scaling the thermal con-
ductivity and specific heat of electrons in each cell by the ratio of
the local density to the original density. Therefore, when expan-
sion happens, the effective thermal conductivity and specific heat
decreases, which is consistent with the electron properties of met-
als @29#. The total energy of the two systems is monitored and
compared to the input laser energy at each time step. The proce-
dure of handling heating of the lattice in a MD calculation has
been described elsewhere@9#.

A significant effect in femtosecond laser heating of metals is the
ballistic motion of electrons@30,31#. This effect effectively leads
to a greater absorption depth and hence lower surface tempera-
tures@3#. However, no experimental data is available on the bal-
listic effect in copper, although it is expected to have some effect
in all s/p-band metals@31#. As the main emphasis in this work is
on identifying the material removal mechanisms rather than com-
parison with experimental data, inclusion of the ballistic effect is
not strictly necessary as it would simply lead to a modification of
the optical penetration depth and hence increase the threshold flu-
ences for phase change.

The computational domain consists of 30 fcc~face-centered
cubic!unit cells iny andz-directions, and 600 fcc unit cells in the

x-direction, which is shown in Fig. 2. The total number of atoms is
2,160,000. The whole computational domain before laser heating
is 10.97 nm310.97 nm3218.65 nm. This computational size is
sufficient to track the propagation of the phase change interface in
the direction normal to the laser irradiated surface~the
x-direction!, as well as to maintain a large number of atoms in the
y-z cross-sectional area so that macroscopic properties such as
temperature can be determined from statistical analysis@9#. Peri-
odic boundary conditions are used iny andz-directions, and free
boundary conditions in thex-direction.

The large number of atoms in the simulation necessitates the
use of parallel computing platforms to accelerate computation. At
the present time, a cluster of eight PCs is used, each with a 2.0
GHz AMD Athlon processor. The work across the processors is
partitioned by dividing the whole domain into eight sub-domains
so that the number of atoms for each processor is almost the same.
Each processor computes forces and updates positions of all par-
ticles in the sub-domain. MPICH, a Message Passing Interface is
used, which performs inter-processor communication for atoms
close to inter-processor domain boundaries for both computing
forces and reassigning atoms based on updated positions. Figure 3
shows the schematic of the domain division and calculation pro-
cess. For simplicity, a four-node system is illustrated. Interfacial
layers are designated in each sub-domain, where the information
of the atom positions and velocities is identical in the neighboring
sub-domains. During each time step, each subdomain is first cal-
culated by its processor, and atom position and velocity updating
and exchanging are carried out on the interfacial layers between
sub-domains. In other words, each processor only computes one
sub-domain; the interfacial layer does not need to be calculated by
both processors as the information is passed from one sub-domain
to the other as shown in Fig. 3. Therefore, no extra time is spent
on force calculations which are the most time consuming part of
the computation. This technique greatly reduces the storage space
requirement, and more importantly, the information exchanging
load between processors. Calculations show that the overall effi-
ciency of the parallel program is excellent, about 90–92% on
eight processors. This implies that the overhead associated with
load imbalance and communication is small.

In addition to the MD calculations, finite difference calculations
are also carried out. As will be shown later, the FD calculation
does not provide correct results about the material removal since it

Fig. 2 Schematic of the computational domain

Fig. 3 Schematic of domain division and position and velocity
exchange in parallel calculation
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does not account for the volumetric phase change described pre-
viously. The purpose here is to compare with the MD results be-
fore the volumetric phase change occurs. The FD calculation is
based on the non-equilibrium hyperbolic two-step model@2#. For

the present simulation, the model is simplified to consider only
one-dimensional heat conduction and the hyperbolic part is ne-
glected to yield a simpler parabolic set of equations. These as-
sumptions are justified as the laser spot size is large compared to

Fig. 4 Comparison of electron „left column… and lattice temperatures „right column … obtained from MD and FD calculations
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the heat penetration depth and the laser pulse width~100 fs! is
long compared to the electron relaxation time@2#. The coupled
equations of the model are:

Ce

]Te

]t
5

]

]x S ke

]Te

]x D2G~Te2Tl !1S (6a)

Cl

]Tl

]t
5

]

]x S k l

]Tl

]x D1G~Te2Tl ! (6b)

It is seen that absorption of laser energy by electrons is modeled
in the same way as in the MD calculation, while heat transfer in
the lattice is modeled using the heat diffusion equation~Eq. 6~b!!.
The laser source termS is identical to what is shown in Eq.~4!.
The initial electron and lattice temperatures are taken to be equal
to the room temperature and the top and bottom surfaces of the
target are assumed to be insulated.

At high fluences and short pulse widths considered in this
study, rapid solid-liquid phase changes are controlled by nucle-
ation dynamics rather than by heat transfer at the phase change
interface@32#. At the solid-liquid interface, the relation between
the superheating/undercooling at the interface,DT5Tsl2Tm , and
the interface velocityVsl is given by

Vsl~Tsl!5V0F12expS 2
LslDT

kbTslTm
D G (7)

whereTsl is the temperature of the solid-liquid interface,Tm the
equilibrium melting temperature, andLsl the enthalpy of fusion
per atom.V0 is a velocity factor. The energy balance equation at
the solid-liquid interface is

ks

]Tl

]x U
s

2k liq

]Tl

]x U
liq

5rs Vsl Lsl (8)

Procedures of solving Eqs.~5!–~7! have been described else-
where@3#.

In general, material removal by evaporation during femtosec-
ond laser heating can be modeled using the Clausius-Clapeyron
equation to provide for superheating at the liquid-vapor interface,
the energy loss due to evaporation, and the amount of material
evaporated@3,32#. However, it was noticed that evaporation con-
tributes very little to the actual material removal process. It was
seen that for femtosecond heating of gold, evaporation would con-
tribute only about 0.1 nm of materials removal@3#. The energy
lost due to evaporation is also negligible compared with the en-
ergy absorbed by the system. As such, in this calculation, the
evaporation process was neglected and the material was allowed
to stay liquid past the equilibrium evaporation temperature.

For both calculations, the laser beam is considered uniform in
space, with a temporal Gaussian distribution~Eq. ~4!! of 100 fs
FWHM centered at 1 ps. The laser beam energy is absorbed ex-
ponentially in the target, with an absorption depthd of 12.6 nm.
Other parameters used in the calculations are:Ce52.1
3104 J/m3-K, ke5386 W/m-K, G54.831016 W/m3-K, Cl

5383.817 J/kg-K, k l50.013ke , Lsl52.073105 J/kg, Tm

51358.0 K, rs58.963103 kg/m3, D50.3429 eV, b
513.588 nm21, andr «50.2866 nm. The laser fluence~absorbed!
is 0.4 J/cm2. Properties used here are considered temperature-
independent, since temperature dependent properties near the
critical point are not available. However, the uncertainties in the
properties will not affect this study since the focus is on the
mechanisms of laser ablation, rather than obtaining the absolute
thermodynamic parameters at the laser fluence used in the
calculation.

Results and Discussion
Figure 4 shows electron and lattice temperature distributions in

the target computed using the MD and FD methods. The surface is
at the right edge, and laser pulse is incident on the surface from

right to left. In the MD simulation, the temperature of the lattice at
different locations is calculated as an ensemble average of a do-
main with a thickness of 2.4r « in the x direction.

From Fig. 4, it is seen that the electron temperature on the
surface increases from room temperature to a very high value~on
the order of 105 K) within half a picosecond. However, at that
time, the lattice temperature only increases tens of degrees. As
electrons transfer energy to the lattice, the thermal expansion
causes the length of the domain to increase. Note this lattice ex-
pansion is computed in the MD simulation only. It is observed
from the figures that the results from the two calculations are
comparable until about 9 ps. After that time, the results diverge as
the FD calculation does not account for thermal expansion and the
actual material removal caused by material breakup as observed in
the MD calculation. For example, at 18 ps, the length of the MD
calculation domain becomes more than 20 nm longer than the
length of the FD calculation domain, which does not change with
time. Further, at about 30 ps, the material starts break up~as will
be seen in Figs. 6 and 7!, which leads to a much longer total
domain length. This type of volumetric phase change is not ac-
counted for in the FD calculation. The temperature distributions
from the FD and MD calculations diverge further after this volu-
metric phase change occurs.

A plot of the melt front position as a function of time shown in
Fig. 5 also indicates that the two calculations yield similar results
before liquid-vapor phase change begins. Before 20 ps, the melt
depth calculated from MD is slightly larger than that from MD,
which is caused by the thermal expansion as seen from the MD
results in Fig. 4 and Fig. 6. After about 30 ps, the melt front
positions calculated from the two methods start to differ signifi-
cantly. This is because that the volumetric phase change is not
considered in the FD calculation. In Fig. 5, the melt depth from
the MD calculation is evaluated as the distance between the solid/
liquid interface and the liquid surface, which includes gas bubbles
formed inside the liquid~see Figs. 6 and 7!and therefore results in
a much longer melt depth. The comparisons of the surface tem-
perature and the melt depth indicate that the two methods provide
similar results for heating and solid-liquid phase change prior to
the beginning of the volumetric phase change.

The atomic number density at different times computed from
the MD simulation is shown in Fig. 6. For solid, the value of
number density at the location of a lattice layer is much higher
than the average value, and the value at the location between
lattice layers is almost zero. For liquid, the atomic number density
is uniform due to the lack of periodic structures. For the gas state,
the number density is very low compared with the liquid. There-
fore, the atomic density shows clearly the state of matter at dif-
ferent locations in the computational domain. Figure 6 indicates
that the lattice structure is intact within the first 1 ps or so, which

Fig. 5 Comparison of the melt depth obtained from MD and FD
calculations
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is reflected by the oscillation of the atomic number density over
the entire calculation domain. Melting has occurred at 2.4 ps but
most of the target still has the lattice structure. On the surface, the
number density drops from a uniform value to almost zero, show-
ing evaporation occurs at the surface. At 9 ps, the melt propagates
further into the target, and more atoms are evaporated. Fluctuation
of the number density is seen near the surface at 36 ps, indicating
bubbles are forming inside the liquid. This will be shown more

clearly in Fig. 7. At later times of 72 ps and 108 ps, more bubbles
are generated and the sizes of the bubbles grow larger.

Figure 7 presents several snapshots of two-dimensional (z-x)
projections of atomic positions. Because of the large number of
atoms, the lattice structure, if it exists, cannot be seen clearly in
Fig. 7. Rather, this figure provides another way to show the phase
change process inside the melted layer. Bubbles are seen at 36 ps.
As time progresses, more bubbles grow from inside the domain.

Fig. 6 Atomic number density at different time steps
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At 108 ps, the liquid layer is broken into a number of pieces and
has essentially ablated. It is found that the velocity of the ablated
part near the surface is about 1960 m/s, while the inside part~at
the location of 200 nm! is about 900 m/s.

Smaller bubbles may not be seen easily in Fig. 7. In order to
observe the exact time when the bubble growth begins, atomic
positions are re-plotted over 1/10th of the thickness in the
y-direction ~about 1 nm!at every time step. Bubbles can be seen
as early as 18 ps, which is shown in Fig. 8. These bubbles are not
observed in the 18 ps plot in Fig. 7 since they are obstructed by
the atoms in front of and behind them along they-direction.

A comparison between Fig. 4 and Fig. 6 provides more infor-
mation on the relation between phase change and temperature
distribution. In Fig. 4, the MD calculations show that there are
two lattice temperature plateaus at 9 ps. One is at about 140 nm
from the surface~86 nm measured from the bottom, or left!. Fig-
ure 6 shows that at that time step, the solid-liquid interface is
located at 86 nm. The other is at 185 nm, which is the evaporating
surface as shown in Fig. 6. It is also seen that the lattice tempera-
tures at these two locations are about 3200 K and 8200 K, respec-
tively. For comparison, the equilibrium melting and boiling points
of copper are 1358 K and 2835 K@33#. ~The melting temperature
of copper computed from the Morse potential is 2090 K@34#.!
Therefore, strong superheating at these interfaces is observed
from the MD calculation.

To better illustrate the temperature history and to explain the
ablation process, the transient lattice temperature at the surface is
plotted in Fig. 9. It is seen that within a few picosecond, the
surface temperature increases rapidly to its peak value of about
1.53104 K. This temperature is above the critical temperature of
copper, 7625 K@35#. After that, the temperature decreases due to
the expansion of the high temperature material as shown in Figs.
6 and 7. The volumetric phase change does not occur until the
expansion process continues for more than 10 ps. Since the volu-
metric phase change process occurs above the critical point, the
critical point phase separation process described previously could
have occurred. However, this may not be conclusive since the
critical temperature used for comparison is not obtained from the
MD calculation. Computations of the critical temperature are cur-
rently underway.

Comparing calculation results with experimental data is gener-
ally difficult because of the different criteria used in experiments
to judge ablation. This is mainly due to the difficulty in distin-
guishing material removal from surface modification caused by

melting and fluid flow. We conducted calculations of 248 nm, 0.5
ps KrF excimer laser ablation of copper, and found that the thresh-
old for volumetric phase change is about 410 mJ/cm2 ~total flu-
ence!, while the threshold for melting is about 160 mJ/cm2. The
ablation threshold reported in literature@36# is 170 mJ/cm2. It is
difficult to assess whether the reported threshold value was actu-
ally the melting or surface damage threshold, or there was a dis-
crepancy between calculation and experiments. Various factors
can contribute to the discrepancy between calculations and experi-
ments, including inaccurate potentials and properties used in the
calculation, and oxidation of the surface in a normal experimental
condition which leads to a much different absorptivity compared
with that used in the calculation.

Conclusions
In summary, femtosecond laser material interaction is studied

using numerical simulations. It is found that before the strong,
volumetric material removal process takes place, heat transfer and
the solid liquid phase change predicted using the FD approach
agrees with the result of the MD simulation. At the solid-liquid
and liquid-vapor interfaces, strong superheating is observed. The
MD simulation predicts a volumetric type of phase change under
the evaporating surface, which accounts for material removal dur-
ing laser machining that is not computed by the FD method.
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Nomenclature

b 5 constant in Morse potential
Ce 5 specific heat of electron
Cl 5 specific heat of lattice
D 5 total dissociation energy in Morse potential
F 5 force between two atoms
G 5 electron-lattice coupling factor
J 5 laser fluence

kb 5 Boltzmann constant
ke 5 thermal conductivity of electron
kl 5 thermal conductivity of lattice

kliq 5 thermal conductivity of liquid
ks 5 thermal conductivity of solid

Lsl 5 enthalpy of fusion per atom
r 5 distance between two atoms
R 5 reflectivity
r c 5 cutoff distance
r « 5 the equilibrium distance between two atoms

Fig. 7 Atomic positions at different time steps

Fig. 8 Atomic position at 18 ps, showing a layer in the
y -direction from yÄ4 nm to 5 nm

Fig. 9 Surface temperature history
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S 5 source term of laser heating
t 5 time

t0 5 center time of the laser pulse
Te 5 electron temperature
Tl 5 lattice temperature

Tm 5 equilibrium melting temperature
tp 5 laser pulse width

Tsl 5 temperature of solid-liquid interface
V0 5 factor to calculate solid-liquid interface velocity
Vsl 5 velocity of solid-liquid interface

x 5 coordinate in the direction of laser irradiation
F 5 potential between two atoms
d 5 absorption depth

rs 5 density of solid
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Modified Method of
Characteristics for Simulating
Microscale Energy Transport
This paper presents a new numerical scheme for simulating multidimensional transient
and steady-state microscale energy transport. The new method is based on the method of
characteristics that follows heat carriers along their pathline. Unlike traditional methods,
it uses a fixed computational grid and follows the heat carriers backward in time. The
method 1) is accurate, 2) is unconditionally stable, 3) can deal with complex geometries
without a large increase in computational cost, and 4) can be used for solving coupled
equations using other numerical schemes. First, the numerical scheme is described. Then,
simulations for transient and steady-state phonon transport in dielectric thin films are
discussed. Numerical results are compared with analytical and reported numerical solu-
tions and good agreement is obtained.@DOI: 10.1115/1.1795233#
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port Equation

1 Introduction
During the last decade, heat transfer at microscale has been the

object of intense studies@1,2#. The research effort has been driven
by important applications in microelectronics, thin films, nanoma-
terials, and short-pulse laser heating. The conventional approach
to heat conduction problems using macroscopic empirical laws
such as Fourier’s law or Joule’s law of heat generation break
down when the length scale of the system is comparable to the
energy carrier mean free path or when the time scale of the physi-
cal process is smaller than the relaxation time of the heat carriers
@2,3#. Then, transport of heat carriers must be treated in greater
details.

Heat is transported by carriers comprising of electrons,
phonons, and photons. Heat conduction is dominated by phonons
in dielectric materials, predominantly by electrons in pure metals,
and by both phonons and electrons in impure metals or alloys@4#.
In all cases, transport of the heat carriers is governed by the
Boltzmann transport equation~BTE!. The density function of heat
carriers can be described in a state space consisting not only of the
physical space but also of an abstract wavevector space. In the
physical space, the state vector coordinates consist of the spatial
coordinates @e.g., (x,y,z) in Cartesian coordinates#. In the
wavevector space, the system is characterized by its wavevector
kW . Considering electron and phonon transport, the state vectorSW

can be expressed asSW 5@rW,kW ,t#. Let f p be the distribution function
of the energy carriers in the polarization statep. The distribution
function f p(rW,kW ,t) is assumed to be sufficiently smooth to allow
differentiation with respect to any of its variables as many times
as necessary@5#. Then, the BTE can be expressed as@6#

] f p

]t
1nW •¹xf p1

dkW

dt
•¹kf p5S ] f p

]t D
sca

(1)

wherenW and kW are the group velocity vector~velocity of energy
propagation!and wavevector of the heat carriers, respectively.
The operators¹x and¹k are the gradient operators in the physical
and wavevector space, respectively. The second term on the left-
hand side of Eq.~1! represents the advection of the distribution,

while the third term corresponds to the change of momentum
caused by external fields relating to the particle acceleration. Fi-
nally, the term (] f p /]t)sca on the right-hand side of Eq.~1! rep-
resents the restoration of thermodynamic equilibrium due to scat-
tering by electrons, holes, defects in the lattice, and phonons@7#.

Different formulations of the BTE have been developed in re-
cent years to solve engineering problems. The first alternative for-
mulation to the BTE for phonon transport has been developed by
Majumdar @3#, who recognized that the flux of energy per unit
time, per unit area, per unit solid angle in the directionsW, and per
unit frequency interval aroundv can be written as

I v~rW,sW,v,t !5
1

4p (
p51

3

\vnpf p~rW,sW,v,t !Dp~v! (2)

wheresW is the unit vector in the direction of carrier propagation,
\v is the heat carrier energy, whilenp andDp(v) are the speed of
sound and the phonon density of states per unit volume for each
polarization, respectively. The summation is over the three pho-
non polarization states@3,4#. The resulting form of the BTE has
been named the equation of phonon radiative transfer~EPRT! @3#.

Another common approach used for electron transport consists
of solving for one or several moments of the distribution function
@6,7#. A partial differential equation for each moment can be de-
rived from the BTE to assure conservation of charge, momentum,
and energy resulting in the so-called hydrodynamic equations.
They are the governing equations for the electron densityne ,
momentumpW e , and energyEe and can be derived by integrating
the BTE over all frequencies after multiplying it by 1,pW e

5me* vW e , and Ee5pe
2/2me* , respectively. Hydrodynamic equa-

tions are often solved instead of the BTE. The moment method
has the advantage of reducing computational times, a valuable
feature in control and optimization@5#. However, the discrete for-
mulation has major drawbacks that have been discussed exten-
sively by Kumar and Ramkrishna@8,9#. In brief, the discrete for-
mulation lacks ofinternal consistency, i.e., some of the moments
of the particle density functionf p ~or of the spectral intensity!
cannot be predicted accurately. The calculation is designed for
certain arbitrarily selected moments of the particle density func-
tion rather than for an estimate of the particle density function
accurate enough for estimatingall moments of the population@5#.
For example, an important moment includes the energy flux due to
electronsqW e expressed as,

*Corresponding author.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 11, 2003;
revision received February 20, 2004. Associate Editor: C. P. Grigoropoulos.

Copyright © 2004 by ASMEJournal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 735

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



qW e~rW,t !5E evW ef e~rW,e,t !D~e!de (3)

More recently, Chen@10# derived the ballistic-diffusion heat
conduction equations by dividing the phonon distribution function
into the carriers originating from the boundaries and the carriers
originating from the medium. Governing equations and boundary
conditions for each component~ballistic or diffuse! of the distri-
bution have been derived from the BTE.

Even though the formulation of the thermal transport at micros-
cale has long been established@4#, experiments of heat transfer at
subcontinuum scale poses great challenges, and numerical simu-
lations have become critical to the fundamental understanding of
the phenomena and to the engineering design of submicron elec-
tronic devices@11#. As recognized by different authors@1,3#, the
major difficulty lies in solving the BTE or the subsequent equa-
tions.

Due to the analogy between the radiative transfer equation
~RTE! and the Boltzmann transport equation@3#, the traditional
numerical methods employed for solving the radiative transfer
equation have been used to solve the EPRT@3,11–13#. For ex-
ample, Joshi and Majumdar@12# used the Schuster-Schwarzchild
two-flux approximation to solve the transient and steady-state heat
conduction across a diamond thin film. In the case of steady-state
heat conduction along a dielectric thin film with specular phonon
reflection at the boundary, Klitsner et al.@14# solved the BTE
using the Monte Carlo simulations while Majumdar@3# solved the
EPRT using the discrete ordinate method of Kumar et al.@15#. In
both cases, the dielectric thin film was assumed to be a gray
medium. Traditional discrete ordinate methods have also been
used by other researchers@13#. More recently, Murthy and Mathur
@11# proposed the use of unstructured solution-adaptive finite vol-
ume methods. Each one of these methods has some advantages
and drawbacks.

Finite difference or finite volume methods are widely used in
engineering to solve partial differential equations. Numerical so-
lutions of relatively simple problems are readily and efficiently
found by using these techniques, particularly for steady states.
However, major drawbacks include 1! false scattering due to in-
adequate spatial discretization of the transient BTE, which leads
to smearing of the wavefront@16#, 2! the numerical instability that
may force one to reduce the time step or the finite volume dimen-
sions, 3!the formulation and the computing requirements increase
greatly for problems of complex geometry and anisotropic behav-
ior of the medium@17#, and 4!the ray effect due to angular dis-
cretization can cause ‘‘large errors in the prediction of the equiva-
lent temperature unless fine angular discretizations are used,
particularly at low acoustic thicknesses,’’ as recognized by Murthy
and Mathur@18#. The authors combined a ray-tracing technique
with the finite volume method to improve predictions of the
method@18#.

The discrete ordinate method~DOM! is another popular method
for solving the RTE or the BTE for neutrons and phonons@3,17#.
The equation is solved for an arbitrary set of discrete directions.
The integrations over the solid angle are approximated by numeri-
cal quadrature. In multidimensional problems, spatial partial de-
rivatives can be computed using finite volume methods. Then, the
DOM has the same advantages and drawbacks as finite volume
methods. Specific drawbacks of the DOM include 1! the ‘‘ray
effect’’ that may be significant at low optical thickness and for
transient simulations, as discussed in details by Murthy and
Mathur @18#, 2! the difficulty to deal with specularly reflecting
boundaries since the reflected or transmitted beams might not co-
incide with the discrete ordinates, 3! the arbitrary choice of the
quadrature that may result in significantly different numerical re-
sults@19#, 4! the method does not assure conservation of radiative
energy@20#, and 5!false scattering.

Finally, solving transport equations by the Monte Carlo tech-
nique consists of tracing the history of a statistically meaningful
random sample of particles from their point of birth to their point

of death. The advantages of the Monte Carlo method are its ability
to handle complex problems in terms of geometry and spatial and
directional dependency without significantly increasing the com-
puting effort or the complexity of the formulation@17#. Major
drawbacks include: 1! the higher computational cost than tradi-
tional methods for relatively simple problems, 2! the difficulty to
couple the method to other methods such as finite difference, 3!
the statistical error intrinsic to any statistical methods, and 4! the
inefficiency to deal with problems considering the radiative inten-
sity onto a small surface and/or a small range of solid angles.
Modest @21# addressed the last issue by using backward Monte
Carlo simulations.

The present study aims at presenting a new numerical scheme
for solving thermal transport at submicron scales. We recognize
that the BTE and subsequent equations fall in the framework of
population balance theory, whose mathematical formalism has
been recently reviewed by Ramkrishna@5#. The modified method
of characteristics developed by Pilon and Viskanta@22# for solv-
ing multiphase particulate flows has been adapted to solve multi-
dimensional transient and steady-state microscale heat conduction
problems. First, the numerical method is described. Then, test
problems are solved and the numerical solutions obtained are
compared with analytical or numerical solutions already reported.

2 Governing Equations
The BTE applies to both electron and phonon transport. How-

ever, the present study is limited to phonon transport in dielectric
materials. In order to compare the present numerical method with
existing ones, the study focuses on the EPRT@3#. This section
reviews the assumptions traditionally made to make the problem
mathematically tractable. Then, the governing equation and the
associated boundary conditions are derived.

2.1 Assumptions. The following assumptions are usually
made for solving the EPRT for phonon transport at microscale in
engineering applications dealing with dielectric materials such as
diamond and silicon dioxide@3,6,7,10#:

1. Phonons are considered to be the only heat carriers.
2. Phonon transport is assumed to satisfy the Boltzmann trans-

port equation. Regimes of heat conduction and conditions
for validity of the BTE have been discussed by Tien and
Chen@1#.

3. The Debye model is assumed to be valid, thus@4#

• The phonon group velocityvW p is considered to be constant
~independent of frequency and time! with vW p5npsW, wherenp
is the speed of sound in the materials for polarizationp in
directionsW. The dispersion relation is given byvp5npk and
the group velocity, being constant, leads to dkW /dt50W. Physi-
cally, phonons dominating the heat transport travel at the
speed of sound which does not vary significantly over the
dominating range of frequency for heat transfer@3#.

• The phonon modes of frequency cannot be larger than the
Debye frequencyvD defined as@4#,

vD5
kBuD

\
(4)

where uD is the Debye temperature. Physically, it corre-
sponds to the fact that phonons cannot assume wavelengths
smaller than twice the atomic spacing@7#.

• The number of energy levels per unit of energy range for each
polarization, the so-called density of states, is assumed to be
continuous, denotedDp(v), and given by@4#

Dp~v!5
v2

2p2np
3

with 0<v<vD (5)

4. The polarization effects are negligible and all polarizations
are treated identically.
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5. The single mode relaxation time approximation is used to
express the scattering term of the BTE, i.e.,@3,4#,

S]Iv

]t D
sca

5
Iv
02Iv

ts~v!
5

1

2
*21

1 Ivdm2I v

ts~v!
(6)

where u is the polar angle,m is the director cosine, i.e.,
m5cosu, andI v

0 is the equilibrium phonon blackbody radia-
tion intensity. The phonon scattering rate 1/ts is assumed to
be the sum of the scattering rates associated to 1! scattering
on lattice imperfections 1/t i and 2! three phonon inelastic
Umklapp scattering 1/tU . Even though the normal~N! three
phonon inelastic scattering processes indirectly influence en-
ergy transfer, they are neglected here for the sake of simplic-
ity, and to permit comparison with previous studies@3,11#
and validation of the method. Note that this assumption does
not reduce the generality of the method since N processes
can also be accounted for by using the relaxation time ap-
proximation@3#.

6. The medium and the scattering processes are assumed to be
isotropic, thus the relaxation time depends only on fre-
quency@ts(rW,kW )5ts(v)# @10#.

7. The contribution of the optical phonons to heat transfer is
neglected due to their small velocity@7#.

8. The phase of the lattice waves is not considered, thus ne-
glecting interferences.

9. Thermal expansion is neglected@4#.

Following the above assumptions, the equation of phonons radia-
tive transfer~EPRT!can be derived from Eqs.~1!, ~2!, and~6! as
@3#

]I v

]t
1vW •¹xI v5

1

2 E21

1

I vdm2I v

ts~v!
(7)

At temperatures much lower than the Debye temperature, the
recovery of the temperature from the intensityI v(rW,v,t) can be
performed by defining an equivalent equilibrium temperature
from the following equation@3,11#:

s@T~rW,t !#4

p
5

1

4p E
0

vDE
0

2pE
0

p

I v~rW,t !sinududfdv

5
1

2 E0

vDE
21

1

I v~rW,t !dmdv (8)

wheres is the Stefan-Boltzman constant for phonons, given by

s5
p2

40

kB
4

\3n
(9)

Note that Eq.~8! can be used, at any temperature, for gray me-
dium calculations which neglect the spectral dependence of the
intensity @11#.

2.2 Boundary Conditions. We limit our study to thermaliz-
ing boundaries and specularly reflecting boundaries.

Thermalizing Boundaries.At a thermalizing boundary, the
temperature is prescribed. The interface absorbs all incident
phonons@23# and emits blackbody phonon radiation assumed to
be at equilibrium at the prescribed temperatureT. Thus, the
boundary conditions at the thermalizing boundaries yields the iso-
tropic spectral radiation intensity according to

I b,v5
3\v3

8p3n2@e\v/kBT21#
(10)

For a gray medium, the thermalizing boundary condition for the
total intensity becomes

I b5sT4/p (11)

Specularly Reflecting Boundaries.A specularly reflecting
boundary with an outward normal vectornW corresponds to an
adiabatic interface at which@11#

I v~rWb ,sW,t !5I v~rWb ,sW r ,t ! (12)

with sW r5sW22(sW•nW )nW and rWb is the spatial coordinates of the
boundary. Specularly reflecting boundaries represent an ideal be-
havior achieved by acoustically smooth surfaces, i.e., the surface
roughness is much smaller than the phonon wavelength.

3 Modified Method of Characteristics
The method of characteristics consists of transforming the par-

tial differential BTE into an ordinary differential equation solved
along the pathline of the heat carriers. The conventional imple-
mentation~or direct marching method! of the method of charac-
teristics is based on the Lagrangian formulation: the heat carriers
are identified and located at initial timet5t0 and followed at
subsequent time as they are transported. In 3D thermal transport,
however, the deformation that the initial mesh undergoes as time
progresses leads to deterioration of the numerical solution@24#.

The modified method of characteristics~or inverse marching
method!is an interpretation of the Lagrangian approach that over-
comes the difficulties related to mesh deformation@24#. Unlike the
direct marching method, the inverse marching method uses a fixed
grid of arbitrary shape. In the remaining of the present study, we
consider a Cartesian coordinate system for illustration purposes.
However, the approach can be generalized to any system of coor-
dinates. By definition, the total time derivative ofI v
5I v(x,y,z,t) with respect to timet in the direction~u,f! can be
written as

dIv

dt
5

]I v

]t
1

dx

dt

]I v

]x
1

dy

dt

]I v

]y
1

dz

dt

]I v

]z
(13)

We further define the characteristic curves in the physical space as

dx

dt
5n sinu cosf (14)

dy

dt
5n sinu sinf (15)

dz

dt
5n cosu (16)

Then, along the characteristic curves in the (x,y,z,t) space, the
BTE can be written as

DI v

Dt
5

1

2 E21

1

I vdm2I v

ts~v!
(17)

where DIv /Dt denotes the substantial derivative ofI v , i.e., the
total time derivative along the pathline of the energy carriers.

Figure 1 shows a 3D computational cell in Cartesian coordi-
nates. The modified method of characteristics consists of deter-
mining the coordinates (xn ,yn ,zn) of the point in space from
where the particles located at the grid point (xa ,yb ,zc) at time t
1Dt originated from at timet while traveling in the direction of
polar angleun and azimuthal anglef l . In other words, for each
point of a specified grid, the pathline is projected rearward along
the characteristic curve to the initial data surface to determine the
initial data point. For example, in Fig. 1 the point (xa ,yb ,zc) is
the point (xi 11 ,yj 11 ,zk11). The solid line represents the section
of the characteristic curve along which the particle traveled from
location (xn ,yn ,zn) to location (xa ,yb ,zc) during the time inter-
val betweent and t1Dt.
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The general block diagram of the numerical procedure for solv-
ing the EPRT using the modified method of characteristics is
shown in Fig. 2. First, temperature and spectral radiation intensity
are set to their initial values across the computational domain. To
avoid numerical instabilities, it is necessary to insure that the
phonons do not leave the computational cell between the timet
andt1Dt. In other words, each computational cell traveled by the
phonons should contain at least one point on the characteristic

curve, i.e., the point (xn ,yn ,zn) is always in a computational cell
adjacent to (xa ,yb ,zc). Therefore, the time stepDt for the entire
calculation is determined by the equation,

Dt5minH Uxi 112xi

n U,Uyj 112yj

n U,Uzk112zk

n UJ (18)

For a given frequencyvm , a polar angleun , an azimuthal angle
f l , and for all internal grid points (xa ,yb ,zc) where phonons are
located at timet1Dt, the phonon’s position (xn ,yn ,zn) at time t
is calculated as

xn5xa2n sinun cosf lDt (19)

yn5yb2n sinun sinf lDt (20)

zn5zc2n cosunDt (21)

The values of the variablesT andI v at point (xn ,yn ,zn) and time
t are obtained by Lagrangian interpolation using their values at
time t at the eight corners of the computational cell in which
(xn ,yn ,zn) is located. Then, the ordinary differential Eq.~17! is
solved forward in time by the fourth-order Runge-Kutta method at
location (xa ,yb ,zc) and timet1Dt at all interior points and out-
flow boundaries. The integrals appearing in Eqs.~8! and ~17! are
estimated by the 3/8 Simpson numerical integration method@25#.
Finally, the boundary conditions are imposed in directions point-
ing toward the medium. The calculations are repeated for all the
discretized values of frequencyvm , polar angleun , and azi-
muthal anglef l . The temperature at all grid points is recovered
from Eq. ~8! before the temperature and intensity fields are com-
puted at the next time step.

The advantages and drawbacks of the modified method of char-
acteristics over other methods are the following:

• Unlike finite-difference methods, in which the information
propagates along coordinate lines, the method of characteris-
tics propagates the information along the heat carriers’ path-
lines and thus matches the physics of the energy transport,
resulting in extremely accurate numerical results.

• It does not require any outflow boundary conditions@26#. For
this reason, the modified method of characteristics is recom-
mended for hyperbolic equations such as the BTE, whose
solution has a distinct domain of dependence and range of
influence@25#.

• The method can be used for solving coupled equations such
as the BTE for electrons, the radiative transfer equation for
photons, and/or the Maxwell’s equations. Other numerical
schemes such as finite-difference or finite element methods
can also be used in combination with the present method.

• It can be used for both transient and steady-state calculations
with great accuracy and without problems of numerical insta-
bility.

• Unlike finite-volume methods, there is no practical restriction
on the aspect ratio of computational cells@27#. Here, on the
contrary, the cell size is solely determined based on accuracy
requirements, and any arbitrary set of points can be used as
the computational grid.

• It may be more time consuming than other methods due to
interpolations and numerical integrations. However, the com-
putational time does not increase significantly as the geom-
etry becomes more involved, or coupling with other heat car-
riers or fluid flow takes place.

4 Results and Discussion
For validation purposes, the results obtained by the modified

method of characteristics for a set of test problems have been
compared with analytical solutions or results reported in the lit-
erature using different numerical schemes. The cases considered
are 1!transient and steady-state ballistic transport, 2! transient and

Fig. 1 Typical computational cell used for inverse marching
method containing the pathline of the phonons

Fig. 2 Block diagram of the numerical procedure for solving
the spectral EPRT by the modified method of characteristics
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steady-state heat conduction across a diamond film, and 3! 2D
steady-state heat conduction along a gray thin film with specularly
reflecting boundaries.

4.1 Ballistic Transport. In order to validate the numerical
method described previously, transient and steady-state heat con-
duction in dielectric thin films in the ballistic transport limit is
considered, i.e., phonon scattering is neglected. We further assume
that the spectral phonon intensityI v is independent of wavelength
~gray behavior!. Under these assumptions, the EPRT simplifies to
@11#

]I

]t
1nW •¹I 50 (22)

whereI is the total phonon intensity.

Transient Calculations. Two-dimensional numerical simula-
tions were performed for a 10mm31 mm diamond type IIa poly-
hedral thin film initially at 300 K. At t50, the bottom temperature
T(x,y,0)5T1 is imposed to be 301 K while the top temperature
T2 is maintained at 300 K. The boundary conditions at the ther-
malizing boundaries in directions pointing toward the medium
were I (x,y,0,t)5sT1

4/p and I (x,y,L,t)5sT2
4/p, respectively,

while symmetry boundary conditions were imposed at the other
surfaces. The width of the thin film is considered much larger than
its thickness so that heat conduction can be treated as 1D. The
temperature at each node was retrieved from the computed value
of the total radiation intensityI based on the expression

T~x,y,z,t !5F p

2s E
21

1

I ~x,y,z,m,t !dmG1/4

(23)

Furthermore, in order to simplify the presentation of the results,
normalized temperatureT* , time t* , and locationz* are defined,
respectively, as

T* ~z* !5
T4~z* !2T2

4

T1
42T2

4
, t* 5

t

L/n
, and z* 5z/L (24)

The computational domain was discretized in a 103N grid and Q
discrete ordinate directionsm i per quadrant with N and Q varying
from 20 to 40 and from 8 to 50, respectively. Figure 3 shows the

numerical results for the normalized temperatureT* as a function
of the dimensionless locationz* for dimensionless timest*
50.1 and 1 for different spatial discretizations. The number of
discretizations in thez direction does not affect the ability of the
code to capture the propagating front while the number of direc-
tions influences the accuracy on the retrieved temperature. Fur-
thermore, the number of grid points in thex andy directions had
no effect, due to the symmetry of the problem, and 10 grid points
were arbitrarily chosen. Good agreement with theoretical values is
observed at both times for 20 cells in thez direction or finer grids
and more than 45 directions per quadrant with time stepDt
5L/20n. The large number of directions is due to the fact that the
integral term is computed by numerical integration. As time in-
creases, the temperature gradient across the film decreases and
coarser grids can be used to capture the spatial change of tempera-
ture across the film. This must be compared with recent simula-
tions by Murthy and Mathur@11,18#who reported 100 cells,Dt
5L/1000n, and 8 discrete directions per quadrant. The authors
used an unstructured finite volume scheme to solve the same test
problem and recognized that ‘‘the problem is quite challenging
from a numerical solution point of view,’’ and that ‘‘good spatial
and temporal accuracy is required to minimize the numerical dif-
fusion that tends to smear the step solution.’’ On the contrary, this
study shows the advantages of the modified method of character-
istics in that the method is unconditionally stable and both tran-
sient profile and wavefront are perfectly captured without any
smeared front even with coarse grids.

Steady-State Calculations.Steady-state heat conduction
across a 400 nm thick gallium arsenide film with black bounding
surfaces in the ballistic limit is now considered. One face of the
film is maintained at temperatureT(x,y,0)5T1510 K while the
other face is maintained atT(x,y,L)5T2520 K. The exact solu-
tion to this problem is known to be uniform across the film and
equal toT(z)5@(T1

41T2
4)/2#1/4517.075 K with a discontinuity at

the boundaries. The numerical results were obtained with a 10311
grid and 45 directions per quadrant for a CPU time of less than 40
seconds on a 633 MHz Pentium III microprocessor. Figure 4 com-
pares the numerical results with the analytical solution and those
reported in the literature@28#. The maximum error between the
two solutions is less than 0.6% compared to 2% obtained by Ma-
zumder and Majumdar@28# using the Monte Carlo method. Note
that an even better precision can be obtained by simulating a

Fig. 3 Numerical solution for transient heat conduction in the
ballistic limit for a 1 mm thick gray diamond type IIa thin film
with black bounding surfaces using different grids and 30 di-
rections

Fig. 4 Numerical solution for steady-state heat conduction in
the ballistic limit for a 400 nm thick gray gallanium arsenide
thin film with black bounding surfaces
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longer time or by increasing the number of directions. On the
contrary, the Monte Carlo method contains intrinsic statistical er-
rors. Finally, the heat flux was computed and found to be constant
and independent of location.

4.2 One-Dimensional Heat Conduction Across a Diamond
Film. We now consider 1D heat conduction across a diamond
type IIa thin film with 0.07% impurity concentration of13C. The
film, of thicknessL, is initially at T5T0 . At t50, a temperature
differenceDT51 K is imposed across the film, while the cooler
surface is maintained at temperatureT0 . Moreover, only scatter-
ing by lattice imperfections and Umklapp scattering are consid-
ered@3#. The relaxation time for imperfection scatteringt i is ex-
pressed as@3#

t i5
1

awhn
(25)

wherea is a constant close to unity,h is the number of scatterings
site per unit volume, andw is the scattering cross section ex-
pressed as

w5pR2S x4

x411
D with x5

vR

n
(26)

with R being the radius of the lattice imperfections. On the other
hand, the relaxation time due to Umklapp scatteringtU is ex-
pressed as@3#

tU5A
T

vuD
expS uD

gTD (27)

whereA and g depend on the materials, whileuD is the Debye
temperature defined asuD5\vD /kB . The overall relaxation time
is defined as 1/tS51/t i11/tU . Constants and properties required
to compute the relaxation times for diamond type IIa with 0.07%
impurity concentration of13C were taken from the literature@3#
and are summarized in Table 1. A similar problem has been solved
by Majumdar@3# using the discrete ordinate method proposed by
Kumar et al.@15# with 8 discrete directions per quadrant. More-
over, the Stefan-Boltzmann constant for phonons is constant and
Eq. ~8! is valid only for low temperatures~less than 150 K for
diamond type IIa!. Therefore, in the present study the initial tem-
peratureT0 has been arbitrarily set to 100 K.

Following Majumdar’s work@3# and in order to cover the
acoustically thin and thick regimes, three different film thick-
nesses (L50.1mm, 1 mm, and 10mm! have been considered for
type IIa diamond. The calculations were performed on a spectral
basis over the frequency range from 0 tovD . A converged solu-
tion was obtained for a 5321 grid and 30 directions per quadrant,
while the spectrum from 0 tovD was discretized into 90 different
wavelengths. Figure 5 shows the transient evolution of the tem-
perature profiles across a 1mm thick diamond thin film. The re-
sults are plotted in terms of dimensionless temperatureT1

5@T(z)2T1#/@T22T1# and dimensionless timet5nt/L. Quali-
tatively, they compare well with results reported in the literature
for T05300 K @12#.

Figure 6 presents the steady-state temperature profiles across

diamond thin films having different thicknesses. One can see that
the temperature gradient increases as the film thickness increases
and that the numerical results fall between the acoustically thin
~ballistic! and thick~Fourier’s law!approximation limits. Similar
results have been previously reported in the literature@3,11,12#for
different temperatures and using other numerical schemes.

The present results confirm the good behavior of the numerical
scheme for both transient and steady-state calculations, account-
ing for scattering on a spectral basis. Note that the actual time, and
therefore the computational time, to reach steady-state increases
with the film thickness.

4.3 Heat Conduction Along a Silicon Crystal Thin Film.
Phonon transport along a silicon crystal is considered in this sec-
tion and schematically described in Fig. 7. The thin film is as-
sumed to be a gray medium with a constant and uniform relax-

Table 1 Physical properties of type IIa diamond 0.07% of 13C
isotope at room temperature †3‡

Property Value

Stefan-Boltzmann constant,s 50.47 W/m2 K4

Speed of sound,n 12,288 m/s
Impurity density,h 0.15431026/m3

Radius of lattice imperfections,R 1.785 Å
Constant, A 163.94
Umklapp scattering constant,g 1.58
Debye Temperature,uD 1860 K

Fig. 5 Numerical solution for transient heat conduction
across a 1 mm thick diamond type IIa thin film

Fig. 6 Numerical solution for steady-state heat conduction
across a diamond type IIa thin film of different thicknesses L
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ation time defined astS5L/n, whereL is the phonon mean free
path that depends of the surface reflection@3,14#and the speed of
sound in siliconn is equal to 6400 m/s@29#. The lower~z50! and
upper ~z5L! surfaces are specularly reflecting while the endsy
50 andy5L are treated as black surfaces maintained at constant
temperatures much below the silicon Debye temperature of 645 K.

Figure 8 compares the numerical results obtained by 1! the
Monte Carlo method@14#, 2! the discrete ordinate method@3,15#,

and 3!the present method, for a silicon film with thickness L51
mm and lengthL510 mm. The results are given in dimensionless
form with T* given by Eq.~24! andy* 5y/L. Figure 8 shows the
relative difference between results obtained by the present method
and those obtained by the Monte Carlo@14#, and by the discrete
ordinate methods@3# for specularly reflecting boundaries. The re-
sults compare very well with simulations reported in the literature
@3,14#. The relative error between the present method and the
DOM is less than 2%, while that with the Monte Carlo method is
comparable to that between the DOM and the Monte Carlo
method and stays below 6%. However, since no exact solution is
available it is not possible to determine which method is the most
accurate. Extension of the study to spectral diffuse surfaces and
partially reflecting surfaces is straightforward. This test problem
demonstrates the capability of the numerical scheme to deal with
both 1D and 2D problems and with both black and specularly
reflecting boundaries.

4.4 Discussion. The objective of the present paper is to
demonstrate the capability of the modified method of characteris-
tics to simulate microscale energy transport. Good agreement with
reported results was shown. Similar or better stability and predic-
tion capability than existing methods has been demonstrated. The
numerical results have been obtained for 3D computational grids,
and the program sequences, number of grid points, and directions
have not been optimized. The scheme can be viewed as a hybrid
method between the DOM and the ray tracing method. It is an
alternative to that used by Coelho@30# for the radiative transfer
equation. This section discusses trade-offs and compromises that
can be made to achieve better numerical efficiencies.

First, the computational efficiency can be improved by approxi-
mating the integral present on the right-hand side of Eq.~17! by
numerical quadrature. For example, given the symmetry of the
above problems, the modified method of characteristics could
have been used to solve the Schuster-Schwarzchild two-flux ap-
proximation by replacing the integral over all directions on the
right-hand side of Eq.~7! by the sum of the positive and negative
components@17#. In general, the computationally costly numerical
integration over solid angle can be replaced by a weighted sum
over an arbitrary number of discrete directions like in DOM. This
procedure can significantly reduce the computational time, par-
ticularly for multidimensional and spectral calculations. It is rec-
ommended for optimization, real time transient calculations, and
control of microscale devices. However, one will be faced with
the same drawbacks inherent to the discrete ordinate method dis-
cussed in the Introduction. Similarly, the band approximation can
be used for spectral calculations, as performed by Murthy and
Mathur@11#. These approaches have not been retained here for the
sake of accuracy, but they could easily be implemented for more
complex problems or geometries.

Moreover, as discussed previously, the simulated boundary con-
ditions were used in order to compare the results obtained by the
present method with those reported in the literature. More realistic
boundary conditions such as 1! diffusely reflecting opaque sur-
faces that are more appropriate for ‘‘acoustically rough’’ surfaces
and 2!partially diffuse and specular reflecting boundaries as en-
countered in superlattices constitute an extension of the present
work and can numerically be implemented with relative ease.

Finally, the present method is very well suited for parallel com-
puting, since the intensity at each node at any time step depends
explicitly and solely on the results obtained for the previous time
step. The computing time can theoretically be divided by the num-
ber of grid points by using up to one CPU per grid point. Paral-
lelization can significantly speed up the computation of the tem-
perature field for real-time transient, multidimensional, and/or
coupled problems, as well as for steady-state transport in optically
thick media. In the diffusion approximation limit, when Fourier’s
law prevails, the governing equation becomes parabolic for tran-
sient and elliptic for steady-state heat conduction problems@25#.
Parabolic equations feature repeated characteristics also having a

Fig. 7 Schematic for heat conduction problem along a silicon
crystal thin film of length L

Fig. 8 Comparison of numerical simulations of heat conduc-
tion along a 1 mm thick and 10 mm long silicon crystal thin-film.
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distinct domain of dependence and range of influence, but the
signal propagates at infinite speed, unlike hyperbolic equations
such as the BTE or the EPRT@25#. Elliptic equations have no real
characteristics and their solutions at any grid point depend on the
solution at all the other grid points. For both parabolic and elliptic
equations, other numerical methods appear to be more appropriate
than the present method@25#.

5 Conclusions
This paper has described in detail a new numerical method for

solving multidimensional transient and steady-state thermal trans-
port at subcontinuum scale with black or reflecting boundaries on
a gray or spectral basis. The modified method of characteristics is
unconditionally stable, accurate, and compatible with other nu-
merical schemes and can be used for coupled problems employing
the same prespecified grid. The numerical solutions obtained for
1D and 2D heat conduction in dielectric thin films have been
compared with the analytical solution and, when possible, with
reported numerical results. Good agreement has been found con-
firming the capability of the numerical procedure and the associ-
ated computer program.

The numerical scheme developed in the present study could
easily be extended to complex 3D geometry. The advantage of the
proposed method is that even the most complicated problem can
be solved with relative ease. As the problem becomes more real-
istic ~in terms of geometry and coupling with electron or photon
transport!, the complexity of the formulation and the computa-
tional effort increase much more rapidly for conventional ap-
proaches. Furthermore, the method could also be used for 1! solv-
ing the RTE for emitting, absorbing, and scattering materials and
2! the BTE for electrons and holes as well as coupled electron-
phonon-photon transport problems. It can be used for solving en-
ergy transport in subcontinuum regions in thermal or electrical
contact with continuum regions where traditional methods can be
used. The method is particularly recommended for transient, mul-
tidimensional, and/or coupled problems.
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Nomenclature

A 5 constant
Dp 5 density of states for polarization p, m23 s

f 5 heat carriers distribution function
h 5 Planck’s constant
\ 5 Planck’s constant divided by 2p,

1.054310234 J s/photon
I v 5 direction spectral phonon radiation intensity,

J m22 sr
kW 5 wavevector, m21

kB 5 Boltzmann constant, 1.38310223 J/K phonon
L 5 thin-film thickness, m
L 5 thin-film length ~see Fig. 7!
n 5 total number of heat carriers
pW 5 particle momentum, kg m s21

qW 5 heat flux vector, W m22

R 5 radius of impurities
rW 5 vector location
sW 5 unit vector
t 5 time, s

t* 5 dimensionless time,t* 5nt/L
T 5 temperature, K

T* 5 dimensionless temperature,
T* (z)5(T(z)41T2

4)/(T1
41T2

4)
vW 5 heat carrier group velocity vector, m/s
x 5 longitudinal location, m
y 5 spanwise location, m
z 5 vertical location, m

Greek Symbols

L 5 mean free path of the heat carriers, m
n 5 speed of sounds, m/s
e 5 energy of an individual heat carrier, J
m 5 director cosine,m5cos~u!
v 5 phonon angular frequency, rad/s

vD 5 Debye frequency, rad/s
f 5 azimuthal angle
h 5 number of scatterings site per unit volume
w 5 scattering cross section of an impurity

uD 5 Debye temperature, K
u 5 polar angle
s 5 Stefan-Boltzmann constant for phonons, W m22 K24

t i 5 relaxation time for impurity scattering, s
tU 5 relaxation time for Umklapp scattering, s
ts 5 total relaxation time for scattering, s
t* 5 acoustic thickness,t* 5L/(tsn)

Subscripts

0 5 refers to equilibrium
b 5 refers to the boundary
e 5 refers to electrons

i, j, k 5 indices for the vector nodes of the computational grid
p 5 polarization state
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Thermal Characteristics of
Microscale Fractal-Like
Branching Channels
Heat transfer through a fractal-like branching flow network is investigated using a three-
dimensional computational fluid dynamics approach. Results are used for the purpose of
assessing the validity of, and providing insight for improving, assumptions imposed in a
previously developed one-dimensional model for predicting wall temperature distributions
through fractal-like flow networks. As currently modeled, the one-dimensional code fairly
well predicts the general wall temperature trend simulated by the three-dimensional
model; hence, demonstrating its suitability as a tool for design of fractal-like flow net-
works. Due to the asymmetry in the branching flow network, wall temperature distribu-
tions for the proposed branching flow network are found to vary with flow path and
between the various walls forming the channel network. Three-dimensional temperature
distributions along the various walls in the branching channel network are compared to
those along a straight channel. Surface temperature distributions on a heat sink with a
branching flow network and a heat sink with a series of straight, parallel channels are
also analyzed and compared. For the same observed maximum surface temperature on
these two heat sinks, a lower temperature variation is noted for the fractal-like heat
sink. @DOI: 10.1115/1.1795236#

Introduction
Societal demands have resulted in extremely compact yet pow-

erful electronic devices, which require high watt-density cooling
techniques. Heat sinks incorporating microscale channels are very
effective in this endeavor by increasing both the convective heat
transfer coefficient as well as the convective surface area per unit
volume in the heat sink.

However, the improved heat transfer provided by a series of
parallel microchannels is not without drawbacks. The small diam-
eter of the channels produces large pressure drops, and nonuni-
form temperature distributions along the wall of the channel often
occur. If used to cool an electronic component, a nonuniform tem-
perature distribution, if significant enough, could result in uneven
thermal expansion of the electronic device, possibly damaging it
or affecting the electrical properties.

Tuckerman and Pease@1# first introduced the idea of micro-
channel heat sinks for cooling integrated circuits. Since that time,
numerous investigations of single, straight microchannels and mi-
crochannel arrays in a heat sink have been conducted. Much of the
experimental data prior to 2000, as noted in the review article by
Sobhan and Garimella@2#, are not well predicted by macroscale
correlations. However, a recent study by Garimella and Singhal
@3# demonstrates the validity of using conventional macroscale
correlations for predicting laminar flow pressure drop and heat
transfer through microscale geometries.

Bau @4# demonstrated, using a mathematical model, that a mi-
crochannel with a variable cross sectional area can be optimized
to reduce temperature gradients along the channel length. Reduc-
tion in the maximum heated surface temperature can be achieved
by tapering a channel in the direction of flow. However, a de-
crease in axial channel diameter can be accompanied by an in-
crease in velocity and, hence, an increase in pumping power.

To improve the temperature uniformity while decreasing the
pressure drop, Pence@5# proposed a fractal-like branching flow
network, in which each new branch has a smaller diameter than

that from which it originated. The fractal-like flow network was
designed using fixed diameter and length scale ratios between
consecutive branching levels, as were proposed by West et al.@6#
for transport systems optimized for metabolic processes. Using an
optimization approach to minimize pumping power while adher-
ing to a minimal volume constraint, Bejan@7# identified, on aver-
age, the same branching level ratios reported by West et al.@6#.

Pence@8# developed a one-dimensional~1D! model, using mac-
roscopic correlations, for predicting both the pressure distribution
in, and wall surface temperature along, a fractal-like branching
channel network. Results were compared to an array of straight
channels having the same channel length and same convective
surface area as the branching network. A lower maximum wall
temperature along the fractal flow network was consistently noted
for three different cases, which include identical pressure drop,
identical flow rate, and identical total pumping power through
both flow networks. The model of Pence@8# assumes that both
hydrodynamic and thermal boundary layers redevelop at each wall
following a bifurcation, but the model neglects the influence of
branching angle on either pressure drop or wall temperature. Chen
and Chang@9# also investigated pressure drop and the heat trans-
fer capacity of fractal-like channel networks. In addition to ne-
glecting the influence of branching angle, they also assumed fully
developed flow, yet reached a similar conclusion regarding the
advantage of branching flow networks. Wechsatol et al.@10# re-
cently investigated the optimal channel length distribution in a
disk-shaped geometry similar to that proposed by Pence@5,8#.
Length scale ratios that vary at each bifurcation level were
deemed optimal in terms of minimizing flow resistance.

Method of Analysis
Based on the suggestion made by West et al.@6# for two-

dimensional flow networks, Pence@5# developed a preliminary
branching channel network in a disk-shaped heat sink using the
following branching ratios,

dk11

dk
5n21/3 (1)
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Lk11

Lk
5n21/2 (2)

whered is the hydraulic diameter,L is the length of a channel
segment, andn is the number of branches into which each channel
splits. For the present analysis,n52. Subscriptk represents the
lower-order branching level and subscriptk11 represents the
higher-order branching level at a bifurcation. Note from Fig. 1,
that the first branch emanating from the inlet flow plenum is the
zeroth-order branch, i.e.,k50. The shaded region and the letters
denoted in the figure are discussed later.

It is the objective of the present work to analyze, using a three-
dimensional computational fluid dynamics~CFD! analysis, the
wall temperature distribution in microscale fractal-like branching
channel networks. Results from these analyses are used to assess
the validity of assumptions imposed in the one-dimensional model
of Pence@8#. The commercially available computational fluid dy-
namics package, Star-CD® ~from Computational Dynamics Ltd.!,
was employed for this purpose. Dimensions of the flow network
analyzed are provided in Table 1. Note that the total channel
length reported for the fractal-like flow network is the radial dis-
tance from the entrance of thek50 branch to the exit of thek
54 branch level. The length of each branch is defined by radial
distances in Fig. 1. The original geometry proposed by Pence@5#,
which is shown in Fig. 1, has asymmetric branching, and branch
segmentsk53a and k53d are tapered. The influence of these
factors on the wall temperature distributions will be investigated.

One-Dimensional Predictive Model. In the one-dimensional
model developed by Pence@8#, the pressure distribution through
and wall temperature distribution along rectangular cross-
sectional ducts in a fractal-like branching flow network are pre-
dicted using empirical correlations for pressure drop and Nusselt
number. The 1D model is restricted to laminar flow with the as-
sumptions that: 1!both the thermal and hydrodynamic boundary
layers redevelop following each channel bifurcation, 2! the influ-
ence of branching angle on temperature and pressure distributions

is negligible, and 3! the temperature dependence of the thermo-
physical properties of the working fluid are negligible. It is the
purpose of the present investigation to assess the validity of these
three assumptions in order to determine the feasibility of using the
model as a flow network design tool.

The pressure-drop correlation in White@11#, which includes
increased pressure drop due to developing flow conditions and the
Nusselt number data for simultaneously developing thermal and
hydrodynamic boundary layers~from Wibulswas @12#! and re-
ferred to in Shah and London@13#, are employed in the one-
dimensional model. Water is used as the working fluid, and a
constant heat flux is applied to the infinitely thin walls of the ducts
composing the 1D flow network.

Three-Dimensional Computational Model. Numerical
simulations were performed using the finite-volume-based, CFD
software Star-CD. Three-dimensional CFD simulations were per-
formed for fractal-like flow networks and for heat sinks with em-
bedded fractal-like flow networks. In flow network analyses, ther-
mal energy is supplied to the walls forming the flow network. In
heat sink analyses, a heat flux is imposed at the flat surface of a
heat sink having fractal-like channels. Temperature distributions
along the fractal-like flow network walls are compared to those
forming a parallel channel array. In addition, the heated surface of
a heat sink with an embedded fractal-like flow network is com-
pared to that of a heat sink with a parallel network of flow paths.

The steady, incompressible form of the three-dimensional con-
tinuity, momentum, and energy equations governing the fluid
transport in this investigation are, respectively,

]Vi

]xi
50 (3)

rS ]~ViVj !

]xi
D5

]

]xi
S m

]Vj

]xi
D2

]p

]xi
(4)

and

rS ]~VicpT!

]xi
D5

]

]xi
S l

]T

]xi
D (5)

Consistent for all analyses~flow networks and heat sinks! are
the inlet and exit flow boundary conditions and no slip, imperme-
able conditions at all walls of the flow network. At the inlet, the
bulk fluid temperature is fixed and a uniform velocity profile is
assumed. The flow discharges to a water-filled reservoir assumed
to be at atmospheric pressure at the point of discharge. For the
flow network analyses, a uniform heat flux is applied at all walls
of the channels.

For the heat sink analyses, the energy equation for the solid,

]

]xi
S l

]T

]xi
D50 (6)

is also included. A uniform heat flux is applied to the bottom of
the heat sink, whereas the top and edges of the heat sink are
assumed to be insulated. In this configuration, fluid enters the heat
sink from the top surface and flows radially outward.

The steady, incompressible 3D continuity, energy, and momen-
tum equations are solved using a monotone advection and recon-
struction scheme~MARS! for the advection terms. MARS is a
two-step scheme of second-order accuracy which, of the available
discretization schemes in Star-CD, is least sensitive to errors re-
sulting from mesh structure and skewness. In the flow network
analysis, 670,000 cells were used to model the flow field. Typical
cell sizes were on the order of 15mm with some cells as small as
5 mm. One million cells were employed in the heat sink analysis,
with larger cells, up to 40mm, used in the solid material away
from the channel walls. The pressure-velocity coupling was ac-
complished using the SIMPLE method. Under-relaxation param-
eters of 0.2, 0.7, and 0.95 were employed for pressure, velocity,

Fig. 1 Fractal-like branching channel network „Shaded path,
known hereafter as path 1, includes branches kÄ0, kÄ1, k
Ä2b, kÄ3c, kÄ4f…

Table 1 Channel dimensions for fractal-like flow network
„(kÄ0

4 L kÄL totÄ16.3 mm…

k
Hk

~mm!
wk

~mm!
dk

~mm!
Lk

~mm!

0 0.250 0.539 0.342 5.80
1 0.250 0.296 0.271 4.10
2 0.250 0.189 0.215 2.90
3 0.250 0.130 0.171 2.05
4 0.250 0.093 0.136 1.45
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and temperature, respectively. Convergence was achieved when a
maximum residual tolerance of 1026 was reached.

Results and Discussions
Three-dimensional computational results are sought that pro-

vide a means for assessing the previously mentioned assumptions
imposed in the one-dimensional model by Pence@8# for predicting
pressure and temperature distributions through fractal-like flow
networks. To determine the validity of these assumptions, flow
networks, rather than heat sinks, are analyzed. Heat sinks with
fractal-like flow networks are subsequently analyzed.

One-Dimensional and Three-Dimensional Flow Network
Analyses. Of particular interest from the 3D investigation are
wall surface temperature distributions along various flow paths
through the fractal-like branching flow networks. Due to asymme-
try in the flow network, two separate flow paths are investigated.
Using the branch labeling scheme in Fig. 1, path 1 is defined by
segmentsk50, 1, 2b, 3c, 4f, and path 2 is defined by segments
k50, 1, 2a, 3a, 4a. As a consequence of the 3D nature of the flow
in the CFD analysis, temperature variations occur along the walls
in a direction normal to the flow. Maximum temperatures are typi-
cally observed at the corners of the channels. Because the purpose
of the 1D model is to serve as a tool in designing fractal-like flow
networks, all wall temperatures from CFD results are taken along
the middle of the wall and are compared with those predicted
from the 1D model and with the wall surface temperatures along
straight channel arrays.

Constant Property Analysis.The first comparison in the
present analysis is of streamwise wall temperature distributions
along a fractal-like flow network, as predicted from the 1D and
3D models. This comparison provides a means of assessing the
validity of assumptions 1 and 2, which are 1! boundary layers
redevelop at each wall following a bifurcation and 2! the angle of
bifurcation has a negligible influence on the wall temperature dis-
tribution. In this part of the analyses, constant thermophysical
properties are assumed and are evaluated at the average tempera-
ture between the inlet and exit bulk fluid temperatures. Wall tem-
perature distributions along a fractal flow network and along a
channel in an array of parallel channels are considered. Several
geometric features and operating conditions are kept identical be-
tween the fractal-like and parallel flow networks. These include
the total channel length, convective wall surface area, applied heat
flux, and total pumping power. The channels in the parallel flow
network are square in cross-section with a hydraulic diameter
equal to that of the terminal branch of the fractal-like flow net-
work. Values are noted in Table 2 under ‘‘flow network analysis.’’

Due to symmetry, the temperature distributions along all four
walls of a straight channel from the parallel array are identical.

However, the asymmetry of the 3D fractal-like flow network is
anticipated to result in wall temperature distributions that vary
along the various walls and along different flow paths. Figure 2
indicates the definition of inner and outer walls. The outer wall is
that which is joined to a previously existing channel side wall.
The inner wall is defined as that wall which is newly formed
following the bifurcation. Obvious from this definition is that the
inner and outer walls along path 1 alternate from side to side. For
example, looking in the direction of flow in Fig. 1, the outer wall
along path 1 is the left side wall of thek51 andk53c branches
and the right side wall of thek52b andk54f branches. Because
of the symmetric nature of the first branching betweenk50 and
k51, either the left or right side wall can be considered the inner
wall of the k50 branch. The result is a piecewise continuous
curve, such as those designated as path 1 and path 2 in Fig. 3.
Shown in Fig. 3 are three-dimensional CFD model simulations of
wall temperature along a parallel flow network and the interior
wall temperature along two different paths through the fractal-like
flow network. Note that the abscissax represents the streamwise
distance from the inlet of the flow network to the exit.

Also provided in Fig. 3 are 1D temperature predictions for both
fractal-like and parallel flow networks. The 1D model results well
match the 3D model simulation of the straight channel, providing
validation of the 3D model. The 3D microscale flow phenomenon
in this fractal network was experimentally validated with pressure
drop tests in Alharbi et al.@14#. The thermal capabilities of the
CFD code at the microscale were previously validated by Pence
et al.@15#. Application of the Navier-Stokes and energy equations

Table 2 Geometric and flow conditions for flow network and
heat sink analyses

Fractal flow
network

Straight
channels

Both Analyses L tot (mm) 16.3 16.3
wt (mm) 0.930 0.136
H (mm) 0.250 0.136
d (mm) 0.136 0.136

Flow Network Analysis N 12 77
Aconv (mm2) 685 686
q9 (W/cm2) 45 45

Q (ml/s) 10.8 7.44

Heat Sink Analysis N 12 212
Aconv (mm2) 685 1889
Aplate (mm2) 948 946
q9 (W/cm2) 50, 100 50, 100

Q (ml/s) 10 10
Fig. 2 Local coordinate system for the kÄ3c branch. Note that
z is always out of the page and that channel kÄ3d is tapered.

Fig. 3 One-dimensional and three-dimensional inner wall tem-
perature distributions for fractal-like and straight-channel net-
works with constant properties
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to microscale thermal and flow phenomena, as used in the present
analysis, was experimentally shown to be valid by Garimella and
Singhal@3#.

Of the 3D simulations in Fig. 3, the maximum temperature
along path 1 of the fractal-like network is approximately 12°C
cooler than the maximum temperature predicted along a straight
channel. The temperature variation or difference along the length
of the fractal flow network, being lower than that across a straight
channel array, is an attractive attribute of the fractal-like flow
network. In addition, for the same pumping power and heat flux,
the pressure drop is approximately 30% lower through the branch-
ing networks than through the parallel array, as was noted by
Alharbi et al.@14#.

In Fig. 3, with the exception of thek51 branch, the 1D model
well predicts the 3D inner-wall temperature trends for both paths
through the fractal flow network; however, it does overpredict the
magnitudes. The dramatic decrease in 1D wall temperature along
a flow path in the fractal network is a result of the assumed reini-
tiation of the thermal boundary layer. The similarity of the 3D
model trend to that predicted by the 1D model suggests that the
boundary layer does, in fact, reinitiate at the inner wall following
a bifurcation. This is expected as the inner wall is created only as
a result of the bifurcation. The inner wall temperature distribution
along thek51 branch is distinctly different from the predicted
values. It is also different from that of the other branching levels.
The boundary layer development along this branch segment must
be influenced by secondary flow phenomena. Secondary flow
fields are considered later in the paper.

Also evident from Fig. 3 is that the inner wall temperature at
the exit of path 1 is higher than that of path 2. The cause of this is
due, in part, to the larger bifurcation angles and longer total flow
length for path 1 in comparison with those of path 2. To highlight
the influence of branching angle and path length on the thermal
and flow conditions through the fractal flow network, exit mass
flow values, normalized by the inlet mass flowṁe /ṁi and the
exiting bulk fluid temperaturesTbulk are tabulated in Table 3.
Table 3 shows that path 2, exiting throughk54a, has the larger
mass flow rate. The flow rate through this path is approximately
three times larger than that through path 1, which exits through
k54f. Path 2 also has the lowest exiting bulk fluid temperature,
as would be expected due to the higher flow rate.

Figure 4 shows, in addition to the inner wall temperature, the
bottom and outer wall temperatures along path 1 of the fractal-like
flow network along with the temperature distribution predicted by
the 1D model for comparison. Due to symmetry about thez plane,
the top wall temperatures are identical to those of the bottom wall.
With the exception of thek51 branch and the temperature spikes
between branching levels, the temperature trends along the outer
wall are quite similar to the 1D predicted results and to the inner
wall temperatures. This occurs even though reinitiation of the
thermal boundary layer is not anticipated at the outer wall or at the
top and bottom walls following a bifurcation.

The outer-wall temperature distributions shown in Fig. 4 indi-
cate an obvious discontinuity. For example, the outer wall tem-
perature at the exit of thek52b branch is higher than the outer

wall temperature at the inlet of thek53c branch. Recall from Fig.
2, which shows a schematic representation of this bifurcation, that
the outer wall of thek52b branch terminates at point A and the
outer wall of thek53c branch originates at point B. Middepth
temperature contours at this bifurcation are shown in Fig. 5.
Clearly evident from Fig. 5 is a low temperature region at point B.
The low outer wall temperature is due to flow accelerating around
this point. However, immediately downstream of point B, the
outer wall temperature increases significantly as a result of flow
separation, which causes a zone of recirculating fluid, as was
documented by Alharbi et al.@14#. This region is represented in
Fig. 4 by a temperature spike nearx513 mm, which is followed
by a downstream decrease in temperature.

In Fig. 4, with the exception of thek50 branch, along which
thermal boundary layers develop at each wall, the trends in the
bottom wall temperatures are not well predicted by the 1D model.
Rather, the temperature distribution along the bottom wall looks
very similar to the trend observed for all walls of thek51 branch.
Also, for k.1, the bottom wall temperature is lower than the
inner wall temperature for most of each branch segment. Because
the boundary layer redevelopment is anticipated at the inner wall,
but not along the bottom wall, the observed trend in temperature
suggests a secondary flow phenomenon that disrupts the thermal
boundary layer development. An investigation of secondary flow
phenomena is presented later. Temperature spikes are also noted
along the bottom wall near the bifurcations in Fig. 4. The primary
cause for these temperature spikes is flow deceleration near the
bifurcation, the result of a 26% increase in flow area. Note where
the centerlines of the bottom walls of branchesk52b and k
53c intersect, which results in the continuous nature of this
wall’s streamwise temperature distribution.

Table 3 Normalized mass flow and bulk fluid temperatures at
inlet and exit branches

k ṁe /ṁi Tbulk (K)

0 1.0000 293.0
4a 0.0904 297.5
4b 0.0564 298.8
4c 0.0504 300.5
4d 0.0825 298.5
4e 0.0595 301.2
4f 0.0346 302.2
4g 0.0507 301.4
4h 0.0755 300.2

Fig. 4 Wall surface temperatures along path 1

Fig. 5 Temperature contours in x -y plane at intersection of k
Ä2b and kÄ3c branches
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Figure 6 shows the inner, outer and bottom wall temperature
distributions along path 2 of the fractal network. Trends appear to
be very similar to those in Fig. 4, but the wall temperatures at the
flow network exit are lower than those along path 1. Again, this is
because of the mass flow values reported in Table 3. The most
notable difference between Figs. 4 and 6 is that the bottom wall
temperature spikes along path 2 in Fig. 6 are larger than those
along path 1 in Fig. 4, the reasons for which are addressed later.

In summary, yet to be explained are 1! the temperature trends at
all walls for k51, 2! why the bottom wall is cooler than the inner
wall for k.1 along both paths, and 3! the difference in magnitude
of the temperature spikes along the bottom walls of the two paths.
To help explain the causes of the observations, an investigation of
the spanwise and transverse temperature profiles is undertaken.
Because the axial flow direction changes through each branch, a
separate coordinate system is established for each branch segment
in each level. The origin of the coordinate system is the apex of
the inner wall, as noted in Fig. 2. Coordinatex represents the axial
flow direction,y represents the transverse direction from the ori-
gin at the inner wall to the outer wall, andz is measured from the
bottom of the channel to the top of the channel. Becausez is
always measured from the bottom of the channel, the right-hand
rule is violated for the following branches:k52b, k53b, k
53d, k54b, k54d, k54f, andk54h. It is also relevant to note
that the beginning of the outer wall of a branch is not necessarily
aligned with the origin, but may correspond to a negative value of
x relative to the local coordinate system, as is the case for thek
53c segment, which originates at point B in Fig. 2.

Spanwise data are normalized by the channel widthw of each
branching level, which decreases for increasing values ofk. Val-
ues ofy8 equal to 0 and 1, respectively, represent the inner and
outer walls. Transverse temperature profiles are normalized by the
channel depth and reported using the variablez8. The variablex8
is introduced to represent the axial distance along the inner wall
normalized by the inner wall length. Shown in Fig. 7 are the
spanwise temperature profiles at the inlet,x850, of each branch-
ing level along path 1, taken from thex-y midplane atz50.5.
There is a distinct asymmetry in the temperature profiles. The
fluid from the center of the preceding branch is just making con-
tact with the origin of the inner wall, causing an initiation of the
thermal boundary layer atx850 andy850. Note an increase in
the fluid temperature neary850 ask increases beyond unity. On
the other hand, the thermal boundary layer along the outer wall,
y851, does not reinitiate atx850, but rather continues to change
from branch to branch. Spanwise temperature profiles at the exit,
x851, of each segment along path 1 are shown in Fig. 8. In
contrast with Fig. 7, development of the thermal boundary layer
along the inner wall, wherey850, is observed for all branching
levels except fork51.

A closer look at the inlet of thek51 branch is provided in Fig.
9 in the form of a contour plot of temperature in thex-z plane
midway between the inner and outer walls. It is evident that a
high-temperature region, which originates at the channel inlet and
penetrates into the channel, exists at both the top and bottom
walls. This high-temperature region quickly diminishes in thick-
ness shortly downstream of the inlet. Obvious from Figs. 7–9 is
that a secondary flow must be influencing the thermal boundary
layer development.

Shown in Fig. 10 are velocity vectors of the span-wise and
transverse,y andz, components of the velocity field, as defined by
the local coordinate system. In Fig. 10~a! are the secondary flow

Fig. 6 Wall surface temperatures along path 2

Fig. 7 Spanwise temperature profiles at x 8Ä0 and z8Ä0.5 for
all branches along path 1

Fig. 8 Spanwise temperature profiles at x 8Ä1 and z8Ä0.5 for
all branches along path 1

Fig. 9 Temperature contours in x -z plane at inlet of kÄ1
branch
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structures at the inlet of thek51 segment, whereas Fig. 10~b!
shows the secondary flow structures midstream through thek
51 branch. Note that velocity magnitude is proportional to vector
length. Observed from Fig. 10~a! is a strong spanwise velocity
component, with a maximum velocity of 3 m/s near the channel
center, which is approximately 50% of the streamwise velocity
component. This secondary flow brings cooler fluid from the cen-
ter of the channel toward the inner wall. In addition, swirl patterns
are observed near the top and bottom walls, which direct cooler
fluid from the center of the channel toward these two walls. Both
phenomena ultimately influence the thermal penetration near the
wall, and thereby influence the cross-stream temperature profiles
and the axial temperature distributions. Midstream down thek
51 branch, shown in Fig. 10~b!, the cross-stream velocity com-
ponent diminishes, but a region of swirl is still observed near the
top and bottom walls. The maximum velocity in the swirl region
is about 1 m/s, yet still represents a strong presence, approxi-
mately 15%, relative to the average streamwise velocity.

For all branch segments, the relative magnitude of the cross-
stream velocity, which brings cooler fluid to the inner wall, dimin-
ishes alongx from a maximum at the channel inlet. As the cross-
stream contribution to the secondary flow diminishes, the swirl
component, which delivers cooler fluid to the top and bottom
walls, dominates. This tends to keep the top and bottom walls
cooler than the inner walls. This flow phenomena is clearly evi-
denced in Figs. 11~a!and 11~b!, which represent cross-stream
velocity components, v and w, at the inlet and midstream locations
of branchk52b, respectively. The average streamwise velocity is
4.2 m/s through this branch.

It was shown that the bottom wall temperature spikes are larger
along path 2~Fig. 6! than path 1~Fig. 4!. This is attributed to the
angle at which the branching occurs, which influences the magni-
tude of swirl. A cooler bottom wall temperature is anticipated for
a stronger swirl than for a weaker swirl, as more cooler fluid is
swept to this wall from the center of the channel. Also, the stron-
ger the swirl, the less relative influence of decelerated flow. Along
path 1, the branch segmentsk51, 2b, 3c, 4f split from their lower
level branch at angle of 20.36 deg, 30.89 deg, 28.95 deg, 24.15
deg, respectively. Along path 2, the branch segments k51, 2a, 3a,
4a split from their lower level branch at angles of 20.36 deg, 5.17
deg, 0.38 deg, 1.42 deg, respectively. The maximum swirl velocity
at the inlet of a branch that bifurcates with a shallow branching
angle, as is the case for the last three branching levels along path
2, is weaker in magnitude relative to the stream-wise velocity,
approximately 30%, than that observed for segments experiencing
a sharper branching angle, approximately 50%. The lower the

swirl the less cool fluid moves to the top and bottom walls, hence,
a higher wall surface temperature. This then accounts for the
higher temperature spikes at the bottom wall observed along path
2 compared with path 1.

In summary, the branching angle, which was shown by Alharbi
et al. @14# to influence the pressure distribution, also influences
the bottom and outer wall temperatures and, under strong span-
wise flow conditions, also influences the inner wall temperatures.
The 1D code well predicts the maximum wall temperature, with
the exceptions of the temperature spikes near the inlets of the
bifurcations. To incorporate such effects in the model would be
cumbersome. Therefore, the angle of bifurcation should be con-
sidered, in addition to the model results, in the design of a fractal-
like flow network in order to minimize locations of flow separa-
tion. Inclusion of the redeveloping thermal boundary layer
assumption allows the 1D code to fairly well predict the trend of
the inner-wall temperature distribution and the maximum wall
temperature at the channel exit. Because the primary purpose of
the 1D model is to provide a simple and useful design tool, no
changes to the boundary layer development assumption are rec-
ommended.

Variable Property Analysis. To assess the third and final as-
sumption imposed in the 1D model, which is constant thermo-
physical properties, 3D CFD results with and without temperature
dependence of properties is considered. Alharbi et al.@14# show a
significant error in pressure drop for the straight channel array, on
the order of 17%, when assuming constant viscosity evaluated at
the mean temperature between the inlet and exit bulk fluid tem-
peratures. Over the temperature range from 273 to 373 K, thermal
conductivity and molecular viscosity of water vary by as much as
20% and 84%, respectively. Assuming these properties to remain
constant in the 1D model could result in significant uncertainty in
the predictions. To assess the degree of uncertainty, the 3D model
was run with and without constant property limitations. Because
the specific heat of water changes by only 1.6% over this same
temperature range, it is held constant in both constant and variable
property analyses.

Inner wall temperature distributions from the 3D CFD model
through the straight channel and fractal-like branching channel
networks with and without variable properties are presented in
Fig. 12. Relative to the variable property analysis, assuming con-
stant thermophysical properties results in a 2.5 K error for the
straight channel and less than 1 K for the fractal-like flow net-
work. For the straight and fractal-like networks, these account for
10% and 5% errors, respectively, in the temperature difference

Fig. 10 Spanwise and transverse component velocity vectors at a… inlet and b… midstream location of
kÄ1 branch
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between the inlet and exit. Such errors are acceptable for a 1D
model used to design fractal-like flow networks in a heat sink.
Because this error is expected to increase if the temperature range
of fluid properties increases, it is recommended that the tempera-
ture dependence of thermal conductivity, in addition to the tem-
perature dependence of viscosity as recommended by Alharbi
et al. @14#, be incorporated in the 1D model for high heat flux
cases.

Three-Dimensional Heat Sink Analyses. Surface tempera-
ture contours on a heat sink with a fractal-like flow network are
shown in Fig. 13. The material in which the fractal-like flow net-
work is embedded is 2 mm thick copper. Although fluid properties
are allowed to vary with temperature, those of the solid material
are assumed fixed due to their slight variation, approximately 2%,
over a temperature range from 273 to 373 K.

The heat sink consists of twelve branching networks, identical
to the single network shown in Fig. 1. These twelve networks are
arranged to share a single inlet plenum forming a circular heat
sink. Due to the symmetric nature of the heat sink, 1/12 of the
circular disk is studied in the present analysis. The surface shown
in Fig. 13 has energy supplied at a rate of 100 W/cm2. The heat
sink is cooled with water supplied at a total flow rate of 10 ml/s,
which corresponds to 0.8333 ml/s supplied to the portion under
investigation. Note that the location at which the surface is hottest,
about 340.5 K, occurs along the edge of the heat sink section
considered and corresponds to a radial distance of approximately
r /R50.40.

Surface temperature distributions along the fractal-like heat
sink and the parallel channel heat sink are provided as a function
of heat flux in Fig. 14. The temperature distribution for the fractal-
like heat sink is along the edge of the section under consideration
that would represent a symmetry plane. The temperature distribu-
tion for the parallel channel heat sink is at the heated surface
midway between two channels where the surface temperature

Fig. 11 Spanwise and transverse component velocity vectors at a… inlet and b… midstream location of kÄ2b
branch

Fig. 12 Three-dimensional CFD stream-wise temperature dis-
tributions along inner wall of path 1 with constant and variable
fluid properties

Fig. 13 Surface temperature distribution on heated surface of
heat sink with fractal-like flow network; localized hot spots at
symmetry plane near r ÕRÄ0.4
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would be highest. The two heat sinks have the same heat sink
thickness ~2 mm!, heat sink material~copper!, total channel
length, plate surface area, heat flux, and total flow rate. As in the
case of the flow network analysis, the hydraulic diameter of the
parallel channels is identical to that of the terminal branching of
the fractal-like network. The values are noted in Table 2.

The center-to-center spacing of the channels in the parallel
channel heat sink, based on anticipated fabrication constraints, is
equal to twice the channel width. Note from Table 2 that the
convective surface area in the heat sink with a parallel channel
array is almost three times higher than for the heat sink with the
fractal-like flow network. Although the channels in the branching
channel heat sink in this particular design are not as closely
spaced as they could be, it is obvious that a substantial benefit of
the parallel channel heat sink is the higher convective area per
plate surface area.

In Fig. 14, the temperature distributions are provided as a func-
tion of heat flux. Both heat sinks are supplied with heat fluxes of
50 and 100 W/cm2 and a total flow rate of 10.0 ml/s. Note that the
difference in maximum temperatures of the heat sinks with
fractal-like and parallel flow networks is only a degree or two. It
would appear that there exists little incentive to use heat sinks
with fractal-like flow compared to parallel channel heat sinks
given the same flow rate. It should be noted that the flow network,
as proposed, is not optimized. However, there are several distinct
advantages to using fractal-like flow networks. For example, the
temperature variation along the fractal-like heat sink with 100
W/cm2 is only 6 K, as opposed to a 24 K variation along the
straight channel heat sink with the same applied heat flux. Also, a
heat sink with a fractal-like flow network requires less convective
area than a parallel channel array to achieve similar maximum
surface temperatures given the same flow rate and applied heat
flux. Unfortunately, for the same flow rate, the pressure drop
through the fractal-like network is 63 kPa in comparison to 58 kPa
through the straight channel array. There is a slight pressure-drop
penalty. However, now that the 1D model has been validated for
design purposes, a more optimal fractal-like flow network for use
in a heat sink can be found such that the ratio of the thermal
transport to the pumping power is maximized.

Numerical Uncertainty. Uncertainty in data reported from
the 3D CFD analysis is limited to errors caused by mesh spacing,
irregularity, nonorthogonality, and the choice of the differencing
scheme used for the convective term. Error estimates in tempera-
ture for the variable property flow network analyses are on the

order of 1025 K for 97% of the cells, and 0.2 K for 2% of the
cells. Less than 30 localized cells out of 670,000 near the wall in
the recirculation region and the point at which the inner walls
originate yield errors as high as 0.8 K. Errors in velocity magni-
tude are on the order of 0.002 m/s for 90% of the cells, and 0.15
m/s for 91% with a few localized errors on the order of 0.5 m/s.
Errors introduced due to constant property assumptions have been
previously reported and influence both 3D and 1D model predic-
tions.

Due to memory limitations of the computer, refinement beyond
1M cells for the fractal-like branching channel heat sink model
was not possible. For 80% of the fluid cells, the error is less than
0.1 K, but there are localized errors on the order of a few degrees
for the fluid cells near the walls. To assess the propagation of
these errors to the heated surface, the straight-channel heat sink
model was modeled with a similar grid size on either side of the
liquid/solid interface, then considerably refined. No significant
change in the plate surface temperature distribution was noted,
even though the fluid temperature errors were decreased to those
found in the flow network analysis. For this reason, the tempera-
ture distributions presented for both heat sinks are considered
qualitatively good and quantitatively acceptable. Errors in surface
temperature distributions are anticipated to be less than 3 K.

Conclusions and Recommendations
In the present investigation, heat transfer through straight and

fractal-like branching flow networks was investigated using a 3D
CFD approach. Results of temperature distributions through a 3D
flow network were compared to those predicted using a 1D model
in order to assess the validity of assumptions imposed in the 1D
model. These assumptions include 1! developing flow conditions
following each bifurcation, 2! a negligible influence of branching
angle on temperature distribution, and 3! constant thermophysical
fluid properties.

Results indicate that the first assumption is acceptable with no
further modifications needed, even though the thermal boundary
does not truly redevelop at each of the channel’s walls following a
bifurcation. Due to the complex nature of secondary flow patterns
in a 3D flow network, as influenced by branching angle, no modi-
fications to the 1D model are proposed. Rather, branching angles
need to be considered independently of the model during the de-
sign stage of a fractal-like flow network. Inclusion of temperature
dependent properties is recommended for higher heat flux appli-
cations.

Heat sinks with fractal-like networks, versus those with paral-
lel, straight channel arrays, were investigated. For an applied heat
flux of 100 W/cm2 and a flow rate of 10 ml/s, the maximum
temperature at the surface to which energy is supplied is approxi-
mately the same between the two types of heat sinks. However,
there is a 75% lower temperature variation along the fractal-like
flow network with a 10% pressure-drop penalty in the fractal-like
heat sink in comparison with the straight channel heat sink for the
given geometric and flow conditions. Future work requires net-
work optimization now that the model has been validated and
improved.

Nomenclature

A 5 area, m2

cp 5 specific heat, J/kg K
d 5 hydraulic diameter, mm
H 5 channel height, mm
k 5 branch level
L 5 channel length, mm
ṁ 5 mass flow rate, kg/s
N 5 number of channels emanating from inlet plenum
n 5 number of bifurcating channels per segment

Fig. 14 Radial and axial heat surface temperatures along the
symmetry plane of heat sinks with fractal-like and straight, par-
allel channel arrays, respectively
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p 5 pressure, Pa
Q 5 flow rate, L/s
q9 5 heat flux, W/m2

R 5 total radius of fractal-like heat sink, mm
r 5 radial distance along heat sink axis of symmetry of

fractal-like heat sink, mm
T 5 temperature, K
V 5 total velocity, m/s
w 5 channel width, mm
x 5 axial direction
y 5 spanwise direction
z 5 transverse direction

x8 5 dimensionless axial direction (x/L inner)
y8 5 dimensionless span-wise direction (y/w)
l 5 thermal conductivity, W/m K
m 5 molecular viscosity, N s/m2

r 5 density, kg/m3

Subscripts

bulk 5 bulk
conv 5 convective

k 5 branching level
plate 5 plate/heat sink

i, j 5 coordinate indices
i, e 5 inlet, and exit, respectively

inner 5 inner wall
t 5 terminal

tot 5 total
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Experimental Investigation of Gas
Flow in Microchannels
This paper presents an experimental investigation of laminar gas flow through microchan-
nels. The independent variables: relative surface roughness, Knudsen number and Mach
number were systematically varied to determine their influence on the friction factor. The
microchannels were etched into silicon wafers, capped with glass, and have hydraulic
diameters between 5 and 96mm. The pressure was measured at seven locations along the
channel length to determine local values of Knudsen number, Mach number and friction
factor. All measurements were made in the laminar flow regime with Reynolds numbers
ranging from 0.1 to 1000. The results show close agreement for the friction factor in the
limiting case of low Ma and low Kn with the incompressible continuum flow theory. The
effect of compressibility is observed to have a mild (8 percent) increase in the friction
factor as the Mach number approaches 0.35. A 50 percent decrease in the friction factor
was seen as the Knudsen number was increased to 0.15. Finally, the influence of surface
roughness on the friction factor was shown to be insignificant for both continuum and slip
flow regimes. @DOI: 10.1115/1.1797036#

Keywords: Channel Flow, Experimental, Heat Transfer, Microscale, Rarefied, Roughness

Introduction
As one of the basic elements of micro electro mechanical sys-

tems ~MEMS!, microchannels have been utilized in micro-heat
sinks, ink-jet printer heads, micro-gas sensors, micro-refrigerators,
and many other micro-fluidic systems. Flow and heat transfer
through microchannels have been investigated during the last
twenty years to determine if the small characteristic length causes
deviation from continuum flow behavior. Early research by Tuck-
erman and Pease@1# showed that laminar flow of water through a
microchannel heat exchanger could dissipate up to 790 W/cm2, a
heat flux that is generally achieved only with boiling liquids. After
the realization of such high rates of heat transfer, additional inves-
tigations were conducted in both fluid flow and heat transfer in
microchannels.

Peiyi and Little @2# measured the friction factor for gas flow
through microchannels of rectangular cross-section. Channels
were chemically etched in silicon and abrasively etched in glass
with heights ranging from 28 to 65mm. The surface roughness
was not measured, but the glass channels were reported to be
rougher than the silicon channels. The data for both the silicon
and glass channels showed substantially higher friction factors
than those predicted by the Moody’s chart; 3 to 5 times higher for
the glass channels.

Pfahler et al.@3# conducted flow experiments with liquid and
gas through microchannels with rectangular and trapezoidal cross-
sections. The channels had heights of 0.5–38.7mm, widths of
55–110mm, and typical surface roughness of 1 percent as mea-
sured by a surface profilometer. The friction factor was measured
for isopropanol, silicone oil, nitrogen, and helium flows based on
inlet and outlet pressure measurements. For the isopropanol and
silicon oil flows f Re was measured between 73 percent and 105
percent of the theoretical value based on incompressible flow; the
higher values off Re were obtained in the larger channels. The
nitrogen and helium gas flow experiments resulted inf Re be-
tween 81 percent and 98 percent of the theoretical value, with
f Re generally increasing as Re was increased.

Harley et al.@4# conducted flow experiments with nitrogen, he-
lium, and argon through microchannels with channel heights be-

tween 0.51 and 19.79mm and lengths of 10–11 cm. The pressure
and temperature were measured upstream of the microchannel in-
let and downstream of the microchannel outlet. The flowrate was
determined by measuring the time required for the gas to displace
a known volume of liquid in a precision bore tube. The investiga-
tors compared their data with a theoretical Poiseuille number de-
termined by an isothermal, locally fully developed model includ-
ing slip velocity. The experimental Poiseuille number for all the
data is within 8 percent of the theoretical Poiseuille number.

Choi et al.@5# performed experiments to measure the friction
factor and Nusselt number for nitrogen gas flow through micro
tubes. The tube diameters ranged from 3 to 81mm and the relative
surface roughness ranged from 0.0002 to 0.0116. The flow was
assumed to be fully developed since the length to diameter ratio
was between 640 and 8100. Using the Fanno flow equations, the
average laminar friction factors were reported to be 20 percent
lower than the theoretical value, andf Re was found to increase as
the Reynolds number increased.

Peng and Peterson@6# measured the friction factor for water
flow through microchannels with a rectangular cross-sections and
0.133,Dh,0.343 mm. The test sections consisted of four similar
microchannels in parallel with a common inlet and outlet. Using
pressure data from the microchannel inlet and outlet, they found
the friction factor for laminar flow to follow the curvef Re1.98

5Constantrather thanf Re5Constantexpected for laminar flow.
The channel surface roughness was not reported in this
investigation.

Pong et al.@7# fabricated a microchannel of rectangular cross-
section~4031.2mm! equipped with thirteen pressure sensors built
into the test section. Local pressure measurement was used to
show that the axial pressure distribution is non-linear for gas flow.
Shih et al. @8# conducted flow tests with nitrogen and helium
through the same microchannel. An effective tangential momen-
tum accommodation coefficient was determined such that the
measured pressure distribution closely matches the theoretical
pressure distribution for helium flow. For nitrogen flow, the mea-
sured pressure along the channel length was found to be greater
than the predicted pressure.

Pfund et al. @9# conducted experiments with water flowing
through rectangular microchannels with heights between 100 and
500 mm, width of 1 cm and length of 10 cm. To understand the
influence of surface roughness on the friction factor, the lower
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surface of the channel was roughened by using base plates made
of polyimide, Lexan, and brass. The upper surface of the channel
was a Lexan cover plate. The base plate surface roughness was
measured to be 0.13, 0.19, and 0.45mm for the polyimide, Lexan,
and brass, respectively. Although the relative roughness was less
than 1023, flow over the brass base plate was found to have a
higher friction factor than flow over the Polyimide base plate.

Takuto et al.@10# conducted gas flow experiments through one
microchannel with a triangular cross-section and two with trap-
ezoidal cross-sections. The ratio of the measured friction factor to
incompressible theoretical friction factor~normalized!was pre-
sented for channels with hydraulic diameters between 3 to 10mm.
For tests conducted with both nitrogen and helium the triangle
cross-section channel exhibited a normalized friction factor be-
tween 1.0 and 1.2. The trapezoid channels exhibited a normalized
friction factor between 0.8 and 1.0.

In a recent review of single phase flow and heat transfer data at
the microscale, Guo and Li@11# discuss the influence of gas rar-
efaction, the combined influence of channel size and ‘‘predomi-
nant factors’’, and surface roughness. A primary conclusion of
their review is that the small characteristic length of microchan-
nels enables large variations of flow properties~pressure, density,
velocity!, even in the absence of rarefaction. The viscous domi-
nated flows make it necessary to evaluate gas flow/heat transfer
data using a compressible equation of state. They recognized that
there can be significant differences between inlet and exit Mach
numbers and that flow compressibility is likely to influence the
friction factor and Nusselt number. Surface effects like friction
induced compressibility, surface roughness, viscous forces and
axial heat conduction were attributed to the large surface area to
volume ratio of microchannels, compared to conventional ducts.
Finally, it was acknowledged that deviation between experimental
results and theoretical values could be a result of entrance
effects and measurement error rather than novel phenomena at
microscale.

Two recent experimental investigations have focused on deter-
mination of the tangential momentum accommodation coefficient
~TMAC!. Arkilic, Breuer, and Schmidt@12# have conducted gas
flow experiments through a microchannel of 1.33mm height, 52.3
mm width, and 7490mm length. Ar, N2 , and CO gases were tested
through the channels which have polished Si surfaces with a thin
native oxide layer. The surface roughness of the microchannel is
reported to be less than 0.65E23 mm. They report values of
TMAC between 0.75 and 0.85 for Kn.0.1. For Kn,0.1, there is
significant scatter in the reported data. Maurer, Tabeling, and Wil-
laime @13# conducted gas flow tests through a microchannel of
1.14 mm height, 200mm width and 1 cm length with a surface
roughness reported to be 20 nm. Their microchannel had one sili-
con surface and one glass surface. Experiments were conducted
with helium and nitrogen with the averaged Kn in the range 0.002
to 0.8. From the flow data TMAC was calculated to be 0.9 with
significant scatter in the data at lower Kn. The experiments con-
ducted by Arkilic et al.@12# and Maurer et al.@13# measure the
pressure at the entrance and the exit. Both neglect entrance and
exit effects. The variation of TMAC at low Kn, raises questions
about verification of the experimental data in the limiting case of
small Kn ~in continuum flow range!. Such verification of the ex-
perimental measurements without the influence of rarefaction
would lend more credibility to measurements with the presence of
rarefaction.

A local pressure measurement technique was reported by
Turner et al.@14# to directly measure the axial pressure profile for
compressible gas flow through microchannels of rectangular
cross-section. Three microchannels were tested with nitrogen and
helium havingDh between 9.7 and 46.6mm. Laminar flows were
tested for Reynolds numbers, 0.1,Re,1000. By measuring the
pressure along the length of the channel, the average friction fac-
tor was calculated between the internal pressure tranducers. For
each of the microchannels, the product of friction factor and Rey-

nolds number,f Re, was found to be within 63 to 66 percent of the
theoretical value based on incompressible flow. For the range of
Re tested,f Re was constant. Subsequently, a calibration error was
found in the measurement of channel depth, which accounts for
the deviation between measured and theoretical friction factor.

In an effort to investigate surface roughness, Turner et al.@15#
described fabrication of microchannels with corrugated periodic
surface features. A pattern of lines perpendicular to the flow di-
rection was fabricated on the silicon surface with a nominal line-
width of 12 mm, a spacing of 12mm and a height of 0.4mm.
Comparison off Re for smooth and corrugated channels of the
same depth shows no apparent effect on the friction factor. The
friction factors reported in this paper were also lower than the
theoretical value because of the calibration error mentioned
above.

The measurement equipment was calibrated and additional mi-
crochannels were fabricated and tested. The resulting flow data
was reported in Turner et al.@16# and showed close agreement in
the limiting case of low Ma and low Kn with the incompressible
continuum flow theory. In this paper, a new method was reported
for fabricating microchannels with uniformly rough surfaces. For
the range of Knudsen numbers tested, 0.001,Kn,0.04, the sur-
face roughness exhibited no effect on the friction factor.

As can be seen from the review of the literature, there is a lack
of consistency in the previously reported microchannel flow data.
Some data, even our preliminary data, suggests that the friction
factor for the micro-scale is lower than that predicted by con-
tinuum theory. Other reported data indicated that the friction fac-
tor is higher. Additionally, within the laminar flow regime, the
friction factor has been found to increase as the Reynolds number
increased. The deviation between experimental data and theory
has been attributed to surface roughness and to microscale effects.
The purpose of this present research is to systematically show the
effects of rarefaction, compressibility and surface roughness on
the laminar friction factor for gas flow through microchannels.

Experiment

Flow Geometry. The test section was designed with a main
flow channel and five side channels equally spaced between the
inlet and outlet. Figure 1 shows a top view of the flow channel and
the five side channels that lead to pressure transducers. The nomi-
nal channel length and width were fixed at 30 mm and 1 mm

Fig. 1 Top view of microchannel with local pressure measure-
ment
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while the channel height was varied between 2.3mm and 50mm.
The ratio of height to width~aspect ratio!was maintained below
1/20 so that the effects of angled sidewalls can be neglected. The
side channels, which lead to the pressure transducers, enter the
main channel through the side wall. The width is 200mm and the
depth is equal to the microchannel depth. The side channel width
was made to be 20 percent of the flow channel width to minimize
flow disturbance. A short distance away from the flow channel, the
width of side channels is increased to 1 mm to reduce the time
required to build up static pressure at the pressure transducers.

Test Section Fabrication. The microchannels were etched
into 100 mm diameter polished silicon wafers using photolithog-
raphy and wet etching. Bare silicon wafers were oxidized in a
furnace to grow an 0.75mm thick layer of SiO2 . Positive photo-
resist~Clariant AZ 4400!was spin coated onto the oxidized sili-
con surface and a broad spectrum UV light source was used to
expose the photoresist through a photomask having the micro-
channel pattern as shown in Fig. 1. After developing~removing!
the exposed photoresist, the uncovered SiO2 layer was etched
down to bare silicon in buffered hydrofluoric acid. The etch rate of
SiO2 in hydrofluoric acid is over 100 times faster than the etch
rate of silicon in hydrofluoric acid, so the silicon surface was
considered an etch stop surface. The remaining photoresist was
removed with acetone leaving an SiO2 mask covering the entire
wafer surface except for the intended microchannel pattern. The
exposed silicon was then etched with a potassium hydroxide
~KOH! solution. KOH is a directional etchant that etches the~100!
plane of silicon at a much faster rate than the~111! plane or the
SiO2 mask. The angle between the~111! and~100! planes is 54.7
deg. So, as the KOH etches the silicon normal to the wafer sur-
face, the~111! plane becomes the sidewall, so that the channel
cross-section has a trapezoidal shape. The aspect ratio of the
microchannels was purposely made high so that the angled side-
walls can be neglected. The process steps are shown in Fig. 2.

After etching the silicon to form the microchannel and measur-
ing the channel dimensions, the channel was enclosed by bonding
a glass disk to the surface of the silicon wafer. Anodic bonding
was selected as the preferred bonding method since there is direct
contact between the glass and the wafer, and since it makes a
permanent hermetic seal. Additionally, the anodic bonding process
does not cause any change in channel dimensions and there is no
intermediate adhesive layer to account for. The anodic bonding
process is described by Mirza and Ayon@17# and requires only a
hot plate and a high voltage DC power supply. The wafer and
glass were aligned as desired and set on the hot plate with the
positive electrode connected to the silicon and the negative elec-
trode connected to the glass as shown in Fig. 3. The hot plate
temperature was set to 450°C and the power supply was set be-
tween 2000–3000 VDC. Positive sodium ions (Na1) in the glass
become mobile and migrate toward the negative electrode, leaving

a space charge at the silicon/glass interface. Then oxygen in the
glass combines with silicon at the interface to form SiO2 and a
permanent bond.

Microchannel Characterization. The microchannel width,
height, and surface roughness were measured with a Sloan Dektak
IIA surface profilometer. Ten cross-section scans were made along
the length of each microchannel. The data from each scan was
processed to calculate the average width, height, and surface
roughness. The channel width was measured between the side-
walls at half the channel height. The surface roughness,«, was
determined from multiple 80mm segments of each cross-section
scan. A linear curve fit was applied to the data in each segment
and the average deviation from that curve was calculated. The
peak to peak surface roughness,«, is two times the average de-
viation. The width, height, and surface roughness measurements
for the ten scans were averaged to give a final width, height, and
surface roughness. An optical microscope with a micrometer stage
was used to verify the 5 mm spacing between the side channels. It
was also used to measure the minimum distance from the inlet and
outlet holes through the glass to the nearest side channel.

Surface Roughness. To assess the influence of surface rough-
ness on the friction factor, the relative surface roughness,«/H,
was varied. Three pairs of test sections were fabricated for direct
comparison of smooth and rough surfaces with channel heights of
5, 10, and 50mm. The smooth microchannel surfaces were ob-
tained by etching~100!silicon wafers in 30 percent KOH solution
~by weight!at 80°C. The surface roughness of the smooth chan-
nels was measured to be in the range 0.002,«,0.06mm.

The challenge associated with fabrication of a rough micro-
channel surface was to produce a channel of uniform depth and
uniform roughness along both the channel length and width. Fol-
lowing the work of Sato et al.@18# and Kang et al.@19# the rough
channels were etched into polished~110! wafers with 37 percent
KOH solution at 70°C. This method was used to fabricate three
microchannels with heights of 5.2, 9.9, and 50.2mm with surface
roughness measured to be«50.33, 0.18, and 1.6mm, respectively.
To show the difference between the smooth and rough microchan-
nels, images were taken of each microchannel through a micro-
scope. A representative cross-section scan for each microchannel
used in this investigation is shown in Figs. 4~a–h!. The top sur-
face of both the smooth and rough microchannels was a smooth
glass disk. The surface roughness of the glass was measured to be
in the range 0.0014,«,0.003mm. Since the width of the micro-
channels is much larger than the height, the test conditions closely
approximate flow between parallel plates in which both plates are
smooth, or one plate is rough and the other is smooth.

Test StandÕInstrumentation. Fluid flow tests were con-
ducted using two test stand configurations. The test stand shown
in Fig. 5~a! was used when the gas pressure was greater than
atmospheric pressure. The compressed gas pressure was reduced
to about 900 kPa with a single stage pressure regulator and then
reduced again through a two-stage pressure regulator to provide a
stable pressure at the microchannel inlet. The test stand was re-
configured as shown in Fig. 5~b! when flow tests were conducted
at pressures below atmospheric pressure. Upstream of the mani-
fold, the gas passed through a desiccant and a 0.8mm filter to

Fig. 2 Process steps to fabricate microchannels into a silicon
wafer

Fig. 3 Schematic of anodic bonding apparatus
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Fig. 4 Cross-section scans for microchannels: „a… 031; „b… 072; „c… 024; „d… 186; „e… 319; „f… 110g; „g… 110d; and „h… 110b
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ensure it was dry and free of solid particles. Omega PX811 and
PX212 series pressure transducers were used for pressure mea-
surement. The volumetric gas flow rate was measured where the
gas was at atmospheric pressure. Three Cole-Parmer differential
pressure flowmeters were used for flow ranges of 1–5, 5–50, and
50–500 mL/min. For very low flow rates, a graduated pipette was
used. A few drops of water were injected into the horizontal pi-
pette. The time for the water meniscus to travel through a fixed
volume was measured to calculate the volumetric flow rate
through the microchannel.

The interface between the test stand and the test section is the
manifold shown in Fig. 6. The inlet and outlet ports each have a
miniature type-T thermocouple positioned in the gas flow and a
pressure transducer to measure the static pressure. The other five
ports in the manifold lead to pressure transducers to measure static
pressure along the microchannel length. The manifold permits in-
terchange of the pressure transducers to match the pressure range
of the test. The holes in each test section mate up to the ports and
are sealed by soft, 50 durometer O-rings. A retaining ring fits over
eight threaded studs~not shown in the figure!to seat the test
section against the O-rings. After installing a test section in the
manifold, a leak test was performed between the manifold inlet
and the outlet of the flowmeters. A valve, located between the two
stage regulator and the filter~but not shown in Fig. 5~a!!was
closed. Another valve was connected downstream of the flowme-
ter. The microchannel was charged with nitrogen up to 10 psig
and then the downstream valve was closed. After the pressure
equalized through all the side channels, the system was required
to maintain the equalized pressure without loss for one hour.

Experimental Methodology. The objective of the experi-
ments was to systematically determine the influence of rarefac-
tion, compressibility and surface roughness on the friction factor
for gas flow through microchannels. The relevant dimensionless
parameters are the Knudsen number, Kn, which describes the de-
gree of rarefaction, the Mach number, Ma, for compressibility,
and«/H for surface roughness. The Knudsen number is defined as
Kn5l/H, wherel is the mean free path of the test gas andH is
the microchannel height. To determine the influence of rarefaction
on the friction factor, smooth channels with small«/H were tested
at low velocities such that Ma was small. Kn was increased by
independently increasingl and decreasingH. l was increased by
changing the working fluid from nitrogen to helium. For a given
pressure and temperature, the smaller molecule will have a greater
mean free path (lhelium'3lnitrogen). Additionally, the pressure was
reduced below atmospheric conditions to further increase the in-
termolecular spacing.

The influence of compressibility on the friction factor was de-
termined by increasing Ma, while maintaining continuum flow
~Kn,0.001! through a smooth microchannel~small «/H). Since
the velocity and Ma increase along the channel length, the local
pressure measurements were used to evaluate the local friction
factor.

The effect of surface roughness was determined by direct com-
parison of the friction factor for channels of the same height, but
different surface roughness. Channels etched into~100! silicon
wafers result in quite smooth surfaces 0.002,«,0.06 mm which
is comparable to the glass which caps the channels~0.0014,«
,0.003mm!. Microchannels etched into~110! silicon wafers re-
sulted in a uniform surface roughness in the range 0.18,«,1.6
mm depending on the etch depth. The comparison off between
smooth and rough channels was carried out for the three cases of
continuum, rarefied and compressible flow.

Experimental Results and Discussion
Eight microchannel test sections were fabricated using the pro-

cesses described above. Five smooth channels were etched into
~100! silicon and had hydraulic diameters in the range 4.7,Dh
,95mm. The three channels with rough surfaces were etched
into ~110! silicon with 10,Dh,96mm. The dimensions of the
eight channels are listed in Table 1. The number that is used to
identify each channel is either part of the wafer serial number or
the wafer crystal orientation.

Flow tests were conducted through each microchannel with the
inlet above atmospheric pressure and the outlet at atmospheric
pressure. The tests were conducted with nitrogen and helium gas
for each microchannel except the smallest, 031, which could de-
plete the compressed gas cylinder before reaching steady condi-
tions. An air compressor was used to provide steady pressure to
the inlet of microchannel 031. Baseline tests were also conducted
through microchannel 319 with air to verify the data obtained
using microchannel 031. The friction factor was calculated from
experimental data using the following equation.

Fig. 5 Microchannel test stand „a… PinletÌ1 atm and „b… Pinlet
Ë1 atm

Fig. 6 Test section manifold and instrumentation

Table 1 Microchannel dimensions

Channel
W

~mm!
H

~mm!
L

~mm!
Dh

~mm!
«

~mm! «/H

031 1053 2.349 26.80 4.688 0.0082 0.004
072 1056 5.213 26.69 10.375 0.0096 0.002
024 1061 12.285 26.82 24.289 0.052 0.004
186 1059 21.430 26.59 42.010 0.031 0.002
319 994 50.097 26.87 95.384 0.054 0.001
110g 1051 5.178 26.75 10.305 0.33 0.06
110d 1100 9.916 25.12 19.655 0.18 0.02
110b 1056 50.201 25.20 95.846 1.62 0.03
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Equation~1! was derived from one-dimensional conservation of
mass and momentum equations assuming compressible, isother-
mal gas flow with no-slip boundary conditions. Details of the
derivation can be found in Choquette et al.@20#. To facilitate pre-
sentation of data, the experimental friction factor was normalized
by the theoretical friction factor for fully developed flow through
a rectangular cross-section having an aspect ratio,a5H/W.

f Re596~121.3553a11.9467a221.7012a310.9564a4

20.2537a5! (2)

Equation ~2! is an empirical equation reported by Shah and
London@21# which approximates the two-dimensional exact solu-
tion for the fully developed friction factor within 0.05 percent.

Axial Pressure Distribution. During each flow test, the pres-
sure was measured at the inlet, outlet, and five equally spaced
locations along the microchannel length. The static pressure is
plotted against the distance from the inlet in Fig. 7 for air flow
through microchannel 031 (Dh54.688mm). The curve on the
bottom of the graph shows the pressure data for a low Reynolds
number test conducted at sub-atmospheric pressure. The other five
curves show the axial pressure distribution for inlet pressures be-
tween 300 and 600 kPa; the outlet pressure was maintained at
about 101.3 kPa. When the ratio of inlet to outlet pressure is
small, the change in gas density and velocity along the channel
length is small and the pressure profile appears linear. As the
pressure ratio is increased~by increasing the inlet pressure! the
pressure profile becomes increasingly nonlinear. The range of Kn
reported in Fig. 7 extends into the slip flow regime. However, to
confirm that the non-linear pressure distribution is not an effect of
rarefaction, but rather an effect of the compressible fluid, the pres-
sure profile for continuum flow is presented in Fig. 8. This figure
reports the pressure profile for air flow through microchannel 319
(Dh595.384mm) in which Kn,0.001. The inlet pressure was
varied between 150 and 325 kPa and the resulting Re were be-
tween 152 and 978. For isothermal gas flow through a channel of
constant area cross-section, the conservation of mass requires that
the product of density and average velocity is constant. Conse-
quently, Re remains a constant from inlet to outlet. Again, the
pressure profile becomes increasingly nonlinear as the ratio of
inlet to outlet pressure increases. Gas flow through microchannels
represents a unique case of compressible flow in which Re and
Ma can be small while changes in pressure and density from the
inlet to the outlet are significant. As the gas flows through the
channel, the pressure and density decrease, causing the gas to

accelerate. The shear stress at the wall is proportional to the ve-
locity gradient normal to the wall, so the pressure gradient in-
creases along the channel.

Local Knudsen Number. The local pressure data is used to
calculate Kn along the channel length. The mean free path of the
gas is inversely proportional to pressure@22#, so Kn increases
along the length as the pressure decreases. A plot of Kn againstx,
the distance from the inlet, is shown in Fig. 9 for air flow through
channel 319. The plot shows that all the Kn profiles approach a
constant value at the outlet since the pressure is atmospheric. It is
clear that along the channel length, Kn is significantly lower than
the outlet value. Consequently, in the present investigation the
local Kn is used to show the dependence off on Kn. The figure
also shows the influence that pressure has on Kn. In subsequent
tests, Kn was driven into the slip flow regime by lowering the
pressure below atmospheric pressure.

Continuum Friction Factor and Entrance Length. The ex-
perimental method was validated by conducting flow tests through
large smooth microchannels. Experiments conducted with nitro-
gen in microchannel 319 resulted in Kn,0.001, which indicates
continuum flow. Figure 10 is a semi-log plot of the local product
f Re plotted against the dimensionless distance from the inlet,X* ,
for 131,Re,1010. For this microchannel,f Re589.9 is the fully
developed value based on incompressible theory. For each Re
tested, the value ofX* was calculated usingx at the mid point
between pressure measurements. The values ofX* calculated be-
tween the entrance and the first side channel are 0.017,X*
,0.13, withX* 50.017 corresponding to Re51010. Between the
first and second side channels, 0.06,X* ,0.46, indicating that for
large Re, the entrance region extends past the first side channel.

Fig. 7 Axial pressure distribution for air flow through micro-
channel 031

Fig. 8 Axial pressure distribution for air flow through micro-
channel 319

Fig. 9 Local Knudsen number for air flow through microchan-
nel 319
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The data in Fig. 10 shows thatf Re5134 for the smallest value of
X* . As X* increases,f Re decreases, approaching 89.9. This
trend is observed in the data between the entrance and the first
side channel. However, between the first and second side chan-
nels, even forX* 50.06, f Re'85– 86. Between the entrance and
the first side channel, the friction factor is affected by both devel-
oping flow and entrance geometry effects~sharp-edged,
rounded, . . . !, while the friction factor between the first and sec-
ond side channels is only affected by developing flow. It is clear
that the entrance geometry has a dominant influence onf. Past the
first side channel, the flow technically remains in the developing
region since the velocity never becomes constant. The average
f Re between the first and last side channels is 88, f Re,90~very
close to the theoretical value!, while the local values off Re past
the first side channel begin at 85, increase mildly to 91. For the
larger Re, the local values off Re near the exit are observed to
increase above 91, since they are also influenced by local Mach
number~this effect is treated independently in a later section!. The
primary conclusion drawn from Fig. 10 is that the entrance geom-
etry has a significant influence on friction factor measurements. It
explains why some researchers have observedf to increase with
Re in the laminar flow range when only inlet and outlet pressure is
measured. Subsequent reporting off in this paper exclude data
from the entrance region.

After validating the experimental setup, flow tests were con-
ducted at higher Kn through smooth microchannels with smaller
hydraulic diameters. The inlet pressure was varied between 101
and 700 kPa and the outlet was maintained at atmospheric pres-
sure. The average value off / f theory along the channel length is
plotted against Re for nitrogen flow in Fig. 11. As Re increases
from 1.8 to 2.8 for microchannel 072, a 5 percent decrease inf is
observed. The flowrate for the lower Re data was measured with

the pipette method while a calibrated differential pressure flow-
meter was used for the remaining data. Even though the pipette is
not calibrated for flowrate measurement, the deviation is small
and is considered sufficiently accurate for low flowrate measure-
ment. This figure shows close agreement between the experimen-
tal friction factor and that predicted by incompressible theory for
a broad range of laminar Reynolds numbers in the continuum flow
regime. Additional experiments were conducted with helium
through the same smooth microchannels. The molecular weight of
helium is 1/7 of nitrogen, so the resulting Reynolds number is
much lower. Additionally, the mean free path of helium is 3 times
greater than nitrogen, so Kn is increased by a factor of 3. The
average friction factor for the helium test cases is plotted against
the Reynolds number in Fig. 12. For the largest microchannel
~319!, the experimental friction factor agrees with the theoretical
value. AsDh is reduced, the friction factor tends to decrease. This
is most notable with microchannel 072 in which Kn.0.01 for the
entire length of the channel.

Rarefaction Effects. The effect of rarefaction was isolated
from the influence of compressibility and surface roughness by
conducting low Re, low Ma flow tests through smooth microchan-
nels. For a given microchannel, Kn was varied by testing gases
with different mean free paths (lHe'3lair) and by decreasing the
pressure to below atmospheric conditions. Microchannels with
different heights were also tested to expand the range of Kn. Ad-
ditionally, since Kn increases along the channel length~as the
pressure decreases!, the local pressure measurements were used to
determine the friction factor for four different values of average
Kn along the channel. The experimentalf was normalized by the
incompressiblef theory from Eq. ~2! and is plotted againstKn in
Fig. 13. The figure shows close agreement betweenf and f theory for

Fig. 10 Local friction factor for nitrogen flow through micro-
channel 319

Fig. 11 Average friction factor for nitrogen flow plotted
against Reynolds number

Fig. 12 Average friction factor for helium flow plotted against
Reynolds number

Fig. 13 Influence of rarefaction on the local friction factor
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Kn,0.01, ~continuum flow regime!. As Kn was increased above
0.01, f was found to decrease significantly. In fact,f decreased to
50 percent of the continuum value when Kn reached 0.15. This is
considered the slip flow regime which exhibits a non-zero tangen-
tial velocity at the boundary:u(y56H/2)Þ0.

From the kinetic theory of gases, the slip velocity boundary
condition for flow between parallel flat plates is~see Arkilic et al.
@12#, Choquette et al.@20#, Ebert and Sparrow@23#!:

uw5lS 22F

F D du

dyU
w

(3)

In Eq. ~3!, F is the fraction of molecules that strike the wall of the
microchannel and reflect at a random angle~diffuse reflection!,
also called the Tangential Momentum Accommodation Coefficient
~TMAC!. At the molecular level, surfaces are generally rough and
behave as diffuse reflectors (F51). Application of Eq.~3! to the
momentum equation and solving for the friction factor yields the
following expression, in whichf theory is the continuum value off
for Kn50.

f

f theory
5

1

116S 22F

F DKn

(4)

As a point of reference,F was set equal to unity~all molecules
reflecting diffusely at the microchannel walls! and Eq.~4! was
plotted in Fig. 13. Two additional lines at65 percent with respect
to Eq. ~4! were also plotted in Fig. 13 to show the degree of
agreement between the experiment and the slip flow theory. It is
acknowledged that some of the data from microchannel 072 is
outside the 5 percent bands on Eq.~4!. However, both the experi-
ments and Eq.~4! show that as Kn increases above 0.01, the
friction factor decreases relative to the continuum value. The data
does not support determination of a TMAC orF,1.

Compressibility Effects. Experiments were conducted with
air through microchannel 319 (Dh595.384mm) to determine the
effect of compressibility on the friction factor. The relative surface
roughness is small («/H50.001) and Kn,0.001, so the experi-
ments are effectively isolated from the influence of surface rough-
ness and rarefaction. The Mach number was calculated from the
local pressure and is plotted againstx/L in Fig. 14 for several
different Re. As Re increases, the gradient of Ma between the last
side channel and the outlet increases. To eliminate both the ambi-
guity of Ma just before the outlet and the entrance/exit effects, the
local friction factor is reported for flow between the five interior
side channels. Additionally, data from several of the flow tests was
not reported because Ma at the exit approached unity, resulting in
choked flow rather than friction controlled flow. The local friction
factor is plotted against Ma in Fig. 15 for air flow through micro-

channel 319. The local friction factor is calculated between adja-
cent pairs of side channels and is plotted against the average value
of Ma between the two side channels. The experimentalf in-
creases about 8 percent above the theoreticalf as Ma increases to
0.35. Asako et al.@24# has conducted a complementary numerical
investigation of the effect of compressibility on the friction factor.
A curve that showsf as a function of Ma for air flow through
parallel flat plates withH550mm andL55 mm is shown in Fig.
15 for comparison with the experimental data. There is good
agreement between the experimental data and the numerical
analysis.

Surface Roughness. Three microchannels with nominal
heights ofH55, 10 and 50mm were fabricated with rough sur-
faces for direct comparison with the three smooth microchannels
of the same height~see Table 1!. Each pair of microchannels was
tested under the same flow conditions with helium and nitrogen.
The averagef, normalized byf theory, is plotted against Re for a
channel height ofH550mm in Fig. 16. The rough channel,
~110!b, has a relative surface roughness 30 times that of the
smooth channel, 319. The helium data~Re,130!shows that for
both the smooth and rough channels,f is within 2 percent of
f theory. For the helium data,f is lower for the rough channel than
for the smooth channel, but still within 2 percent of each other.
The nitrogen test data shows a larger difference inf between the
smooth and rough channels. At lower Re,f for the smooth channel
is about 2 percent lower thanf theory, while f for the rough channel
is about 3 percent higher thanf theory. As Re increases,f increases
by 2–3 percent for both the smooth and rough microchannels.
This mild increase inf is assumed to be an effect of compressibil-
ity since Ma increases with Re. Considering that the average un-

Fig. 14 Local Mach number for air flow through microchannel
319

Fig. 15 Effect of compressibility on local friction factor for air
flow through microchannel 319

Fig. 16 Effect of surface roughness on HÄ50 mm microchan-
nel
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certainty of the experimentalf is 3–6 percent, the 3 percent dif-
ference inf observed for the smooth and rough microchannels of
H550mm is statistically insignificant. The second pair of micro-
channels haveH510mm and relative surface roughness of 0.004
and 0.02, respectively. In this case the relative roughness of the
rough channel is only 5 times that of the smooth channel. The
averagef is plotted against Re for theH510mm channels in Fig.
17. In this figure, the difference betweenf for the smooth and
rough channels is generally less than 3 percent. Both the smooth
and rough channels exhibit a mild decrease inf, attributed to the
influence of rarefaction as Re decreases~and Kn increases to
0.02!. The smallest smooth/rough pair of microchannels hasH
55 mm; and relative surface roughness of«/H50.002 and 0.06
for the smooth and rough channels, respectively. The friction fac-
tor for theH55 mm channels is plotted against Re in Fig. 18. The
relative surface roughness of the rough channel is 30 times greater
than the smooth channel, yet the difference inf is relatively small.
In this figure Kn increases to 0.04 as the inlet pressure and Re are
reduced. The effect of rarefaction is observed as a decrease in the
averagef as Re decreases.

To further investigate the effect of surface roughness on rarefied
gas flow, the smooth and rough channels ofH55 and 10mm
were tested with air and helium at below atmospheric pressure.
The test conditions resulted in a Knudsen number range of 0.006
,Kn,0.11. f was normalized byf theory ~Kn50! and is plotted
against Kn in Fig. 19. Also, Eq.~4! is plotted, with F51, for
comparison with the experimental results. In the slip flow regime
~0.01,Kn,0.1!there is no clear difference inf for the smooth
and rough microchannels.

Experiments were also conducted withH550mm microchan-
nels to determine if surface roughness has an effect onf as Ma
increases. The rough microchannel,~110!b was tested with nitro-
gen in the Mach number range 0.045,Ma,0.28. The smooth

microchannel, 319, was tested with nitrogen and air resulting in a
Mach number range of 0.04,Ma,0.38. Using the local pressure
measurement, the normalizedf is plotted against Ma in Fig. 20.
The fluid flow conditions were laminar and continuous in which
Re,2024 and Kn,0.0013. As Ma increases,f increases for both
the smooth and rough microchannels. However, the increase inf
with Ma is slightly larger for the rough microchannel than for the
smooth microchannel. At low Ma,f 5 f theory for the smooth micro-
channel whilef is 4–5 percent greater thanf theory for the rough
microchannel. As Ma increases to 0.28,f increases by 4 percent
for the smooth channel and by 8 percent for the rough microchan-
nel. Also shown in the figure is the friction factor determined for
air flow through microchannel 319, in whichf is consistently
about 2 percent higher than for nitrogen flow through the same
microchannel.

Overall, the influence of the relative surface roughness on the
friction factor appears to be quite small~within 2–6 percent!. The
experiments show thatf for smooth microchannels is within 3
percent off for the rough microchannels, which is also within the
experimental uncertainty. Accordingly, no claim can be made
about the influence of surface roughness on the friction factor.
Considering the rough channels have a larger uncertainty associ-
ated with the friction factor, there is no statistical difference be-
tween the smooth and rough channels. The friction factor is
strongly dependent on the measurement of channel height. Con-
sequently, as the standard deviation of the channel height mea-
surements increases~as is expected and desired for rough sur-
faces!, the uncertainty of the friction factor is increases. To
accommodate for this inherent uncertainty, great care was taken to
produce microchannels with uniform channel depth and surface
roughness along both the channel width and length.

Uncertainty Analysis. Experimental measurements are used
to calculate values like Reynolds number and friction factor. The

Fig. 17 Effect of surface roughness on HÄ10 mm microchan-
nel

Fig. 18 Effect of surface roughness on HÄ5 mm microchan-
nel

Fig. 19 Effect of surface roughness on rarefied flow

Fig. 20 Effect of surface roughness on compressible flow
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uncertainty of these values is based on the individual uncertainties
of each measured quantity used in the calculation. For a given
calculated value,y, the uncertainty,dy, is determined by the root-
sum-square expression shown in Eq.~4!, ~Abernathy et al.@25#!:

y5 f ~x1 , . . . ,xN!
(5)

dy5F S ] f

]x1
dx1D 2

1 . . . 1S ] f

]xN
dxND 2G1/2

For example, to calculate the uncertainty of the friction factor,
Eq. ~5! was applied to Eq.~1! and is shown in Eq.~6!. The partial
derivative off is taken with respect to the six variables and then
multiplied by the uncertainty,d, of each variable. For variables
like pressure and temperature, the uncertainty was determined
from the standard deviation of the measurement set and the manu-
facturers specifications.Dh andG are variables which are calcu-
lated from one or more measured quantities~i.e., Dh depends on
W andH!, so dDh anddG are first determined from Eq.~5! and
then used in Eq.~6!.

f 5 f ~Dh ,L,P1 ,P2 ,T,G!
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The uncertainty for each measurement device is listed in Table
2. The standard deviation of the microchannel height and width
measurements is not listed, but was accounted for in the uncer-
tainty analysis. The primary contributor to the uncertainty was the
flowrate measurement which is a percentage of full scale reading.
Consequently, flowrates measured at the lower end of a given
range have a higher uncertainty associated with them. Conversely,
the flowrate uncertainty with the pipette method decreased as the
flowrate decreased because it took a longer time for the liquid to
travel along the pipette.

Conclusions
For the first time, local pressure measurement has been used in

microchannel flow to investigate the influence of~1! entrance re-
gion; ~2! rarefaction; and~3! compressibility on the friction factor.
Additionally, smooth and rough microchannels were fabricated to
determine the influence of surface roughness on the friction factor
for rarefied, continuum and compressible flow. A systematic in-
vestigation was conducted with microchannels having hydraulic
diameters between 5 and 96mm. A nonlinear pressure distribution

was measured for gas flow in both the rarefied and continuum
flow regimes. This pressure distribution was used to determine
Knudsen number and Mach number profiles along the length of
the microchannel.

The results show close agreement between the experimental
and theoretical friction factor in the limiting case of the continuum
flow regime. The Knudsen number was varied to determine the
influence of rarefaction on the friction factor while«/H and Ma
were kept small. The data shows that for Kn,0.01, the measured
friction factor is accurately predicted by the incompressible value.
As Kn was increased above 0.01, the friction factor was seen to
decrease; up to a 50 percent reduction inf was observed asKn
approached 0.15. The experimental friction factor showed agree-
ment within 5 percent with the first order slip velocity model
given in Eq.~4! with F51.

The influence of compressibility was assessed by varying the
Mach number in the range 0,Ma,0.38 while keeping Kn and
«/H small. Friction factor data was reported only if Ma,1 at the
exit, to ensure the flowrate was controlled only by viscous forces.
The data from this investigation shows a mild increase in the
friction factor ~8 percent!as Ma approaches 0.38. This effect was
also verified independently by numerical analysis for the same
conditions as the experiment.

The effect of relative surface roughness was investigated for
continuum, rarefied, and compressible flow. The range of relative
surface roughness tested was 0.001,«/H,0.06, yet there was no
significant effect on the friction factor for laminar gas flow. This is
the expected result for continuum flow since Moody’s chart indi-
cates that the laminar friction factor is independent of surface
roughness. However, it is a significant finding for microscale flow
since surface roughness is often credited for deviation of experi-
mental results from theory. For rarified gas flow, the friction factor
is independent of surface roughness in the range 0.001,«/H
,0.06. For the range of surface roughnesses tested it is appropri-
ate to assume diffuse reflection (F51 in Eq. ~4!!. For ultra
smooth channel surfaces, the molecules tend to maintain velocity
in the tangential direction upon collision with the microchannel
wall, resulting in specular reflection (F,1). The range of relative
roughness in this investigation was chosen to be of practical use in
MEMS designs in which flow over thin film sensors and other
surface structures is expected. The surface roughness also had
very minor influence on the friction factor in the compressible
flow range. The data shows that as Ma increases,f increases more
for the rough channel than for the smooth channel. However, it is
believed that Ma has the dominant influence onf while the differ-
ences due to surface roughness are likely masked by uncertainty.

Nomenclature

Dh 5 Hydraulic diameter5
4* Area/Perimeter52* (W* H)/(W1H)

f 5 Friction factor
F 5 Maxwell’s reflection coefficient
G 5 Mass flux
H 5 Microchannel height

Kn 5 Knudsen number
L 5 Microchannel length

Ma 5 Mach number
P 5 Pressure
R 5 Gas constant

Re 5 Reynolds number5rUDh /m
T 5 Temperature
W 5 Microchannel width
x 5 Axial distance from microchannel entrance

X* 5 Dimensionless distance from entrance5(x/Dh)/Re

Greek

a 5 Ratio of height to width (H/W)
« 5 Height of surface roughness features523Ra
l 5 Mean free path of gas

Table 2 Measurement uncertainty

Measurement Uncertainty

P1 61.72 kPa~0.25 psi!
P2 60.69 kPa~0.1 psi!
P3 60.69 kPa~0.1 psi!
P4 61.03 kPa~0.15 psi!
P5 61.03 kPa~0.15 psi!
P6 60.52 kPa~0.075 psi!
P7 60.26 kPa~0.0375 psi!
P1 ~vacuum tests! 60.69 kPa~0.1 psi!
P2 ~vacuum tests! 60.69 kPa~0.1 psi!
P3 ~vacuum tests! 60.26 kPa~0.0375 psi!
P4 ~vacuum tests! 60.26 kPa~0.0375 psi!
P5 ~vacuum tests! 60.26 kPa~0.0375 psi!
P6 ~vacuum tests! 60.26 kPa~0.0375 psi!
P7 ~vacuum tests! 60.26 kPa~0.0375 psi!
T1 61.0°C
T2 61.0°C
0–5 ml/min flow meter 60.1 ml/min
0–50 ml/min flow meter 61 ml/min
0–500 ml/min flow meter 65 ml/min
Pipette volume~1 ml! 0.02 ml
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Numerical Study of Mixed
Convection Flow in an Impinging
Jet CVD Reactor for Atmospheric
Pressure Deposition of Thin Films
A systematic numerical study has been conducted of the mixed convection flow in a novel
impinging jet chemical vapor deposition (CVD) reactor for deposition of thin films at
atmospheric pressure. The geometry resembles that of a pancake reactor but the inflow
gases enter through a small nozzle to provide high inlet momentum. A finite-volume-based
computational procedure is used to integrate the governing flow, energy, and scalar trans-
port equations with high accuracy. The effects of the temperature dependent properties
are fully accounted for. The effects of operating pressure, wafer rotation rate, and inlet
flow rate of the carrier gas are investigated. The main benefit of the new geometry is the
suppression of the buoyancy-driven flow even at atmospheric pressures due to the lower
mixed convection parameter. We show that the new geometry can produce thin films of
high radial uniformity and also with high growth rate. Comparisons are also made with a
conventional stagnation flow reactor for which it is shown that beyond a moderate pres-
sure (;0.1 atm), the flow is dominated by natural convection, and the reactor is unsuit-
able for practical use.@DOI: 10.1115/1.1795232#

1 Introduction
A variety of thin films used in micro- and opto-electronic in-

dustries are today grown by chemical vapor deposition~CVD!. In
a chemical vapor deposition reactor, a mixture of a precursor and
a carrier gas is supplied to a heated substrate. Bulk and surface
reactions take place adjacent to and on the heated substrate, re-
sulting in slow deposition of a thin film. Among the many types of
CVD reactors are horizontal reactors@1–3#, barrel reactors@4#,
and stagnation flow reactors@5–7#. The horizontal channel flow
reactor has high throughput. However, it is difficult to achieve a
highly uniform deposition over the entire susceptor. The vertical
stagnation flow reactor is commonly used in microelectronic in-
dustry in which a thin film is deposited on a single wafer of large
diameter. It has several important advantages. When it is operated
at low pressures, it offers excellent uniformity. The stagnation
flow generates a highly uniform species concentration distribution
at the substrate, leading to uniform deposition rate. It also offers
benefits such as a simplified design, safer operation, and easier
modeling of the process.

The flow in CVD reactors usually is laminar and of mixed
convection type with a forced convection due to the inlet flow and
free convection due to the temperature difference between the
substrate and inlet gases. The nonlinear interactions between
forced and free convection can give rise to many complex flow
phenomena that may affect the quality of the thin film@8#. The
important design and operating parameters are the shape of the
reactor, the operating pressure, the inlet velocity, the rotation rate
of the substrate, and the wall boundary conditions. Choice of these
operating and design parameters affects the growth rate and the
film uniformity @9#. In particular, buoyancy-induced flow gener-
ated by the temperature difference can have an adverse effect on
thin-film quality. Buoyancy-induced flows can create a recirculat-
ing eddy on top of the substrate and transport~as well as trap!
reactants away from the substrate. These buoyant flows not only
lead to slow rates of growth but can also produce very nonuniform

films that may be of no practical use. In addition, it is often nec-
essary to deposit multiple layers of different materials with as
abrupt an interface as possible@10,11#. Recirculating eddies are
undesirable for obtaining such interface abruptness. Therefore, it
becomes necessary to wait until all previous reactants trapped
inside the recirculating eddies are removed out of reactor chamber
by diffusion, before starting the supply of new reacting gases.

Our interests focus on the vertical stagnation flow reactor. The
reactor consists of a rotating or stationary heated disk inside a
cylindrical chamber. A carrier gas~typically Ar, N2 , He, or H2),
which is introduced at the top of the vertical chamber, transports
very dilute precursors~often ,1%! to the high-temperature sub-
strate. The effluent gas is removed at the bottom of the growth
chamber. Usually, the carrier and the precursor gases are forced
through a screen or ‘‘showerhead’’ to create a uniform~plug! flow.
The susceptor is heated to a temperature of 500–1500 K, whereas
the reactor walls are cooled to minimize deposition on them. A
scaling analysis of governing equations gives a set of nondimen-
sional parameters Re, Rew , Ga, Gr, Pr, and height to diameter
ratio H/d, where Re is a characteristic Reynolds number, Rew is
the rotation Reynolds number, Ga is the Gay-Lusac number, Gr is
the Grashof number, and Pr is Prandtl number. The ratio of natural
to forced convection varies as Gr/Re2. Because the value of Gr
increases with the square of the pressure ratio for a constant Rey-
nolds number, reducing operating pressures will mitigate buoy-
ancy effects. Alternately, for a fixed Grashof number, increasing
the inlet velocity can reduce the relative effects of buoyancy.

A viscous pumping effect caused by substrate rotation enhances
the stagnation flow. The ratio of rotation Reynolds number to the
flow Reynolds number Rew /Re is a measure of the strength of this
centrifugally driven suction effect. An optimum Rew /Re can im-
prove the uniformity of growth rate across the wafer. The distance
between the inlet and the substrate,H, influences the flow struc-
ture. WhenH is much greater thand, the natural convection is
governed by the dimensiond, with the characteristic Grashof
number based ond. However, whenH/d,1, the heightH is more
representative of the characteristic length scale, as it influences the
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structure of the flow. Since the Grashof number varies as the third
power of the characteristic length, this dimension is very impor-
tant to the control of the flow structure.

Because of the nonlinear coupling between the fluid mechanics,
heat transport, and species transport, the scaling analysis can only
provide a limited qualitative description. To achieve an in-depth
understanding of the flows, numerical simulations are the only
recourse. Multidimensional numerical solutions of the governing
equations began in 1980s with early papers by Houtman, Graves,
and Jensen@12# and Coltrin, Kee, and Miller@13#. Evans and
Greif @14# investigated the flow and heat transfer in a rotating-disk
CVD reactor with insulated sidewalls. The effects of buoyancy,
variable properties, and finite geometry were included in their
numerical model. Based on the same model and reactor, Evans
and Greif @15# studied the effects of inlet velocity and thermal
boundary conditions. It is seen that increasing the reactor inlet
velocity can reduce the buoyancy effect and result in more uni-
form heat transfer. Compared to an adiabatic wall, the cooled
isothermal wall boundary conditions allow a larger value of the
Grashof number to be employed without recirculation. Wang et al.
@10# performed growth experiments and finite-element calcula-
tions of steady-state momentum, heat, and mass balance to char-
acterize a vertical rotating-disk metal organic CVD~MOCVD!
reactor operating at reduced pressure~0.2 atm!. Both experimental
and numerical results showed that recirculation-free gas flow can
be achieved without rotation at an operating pressure less than 0.2
atm. Susceptor rotation was found to be an effective way in es-
tablishing a uniform boundary layer and improving thickness uni-
formity of the film. Based on the same reactor as in Ref.@10#,
Patnaik, Brown, and Wang@16# investigated the relationship be-
tween the thin-film uniformity and control parameters such as
carrier gas flow rate, pressure, rotation rate, and substrate tem-
perature for a vertical rotating-disk reactor by detailed numerical
calculations of gas flow and species transport. They demonstrated
that the secondary flows caused by buoyancy effects, reactor
shape, forced convection, and substrate rotation can be eliminated
by appropriate choice of operating pressure, gas flow, and sub-
strate rotation rate.

Fotiadis et al.@11# performed numerical and experimental stud-
ies of axisymmetric flow patterns in vertical MOCVD reactors
and examined their effects on growth rate uniformity. The finite
radius of the substrate and presence of the reactor wall was found
to cause flow circulations and make it difficult to achieve a uni-
form deposition rate. The increase of the ratio of substrate to
reactor diameter was seen to produce higher nonuniformity. To
obtain a more uniform film, the reactor wall and inlet were de-
signed to provide a steady, recirculation free, uniform flow to the
deposition surface. In a later paper@9#, Fotiadis, Kieda, and
Jensen considered the effects of geometry. Their results show that
the buoyancy effects can be reduced by inverting the reactor,
shortening distance between inlet and susceptor, introducing
baffles, and reshaping reactor wall.

Dilawari and Szekely@17# presented numerical results for a
modified stagnation point flow reactor. The major difference be-
tween their modified reactor and classical vertical stagnation re-
actor is that the reactor is inverted and the distance between the
inlet showerhead and wafer was reduced to low values. They
found that the inverted reactor is helpful in minimizing thermal
natural convection and the inlet-wafer distance is critical in ob-
taining good spatial uniformity of deposition rate in their design.
The inlet to wafer distance of 10 mm was seen to provide good
spatial uniformity for a diameter of the reactor tube of 200 mm.
They argue that the small inlet-to-wafer distance reduces the abil-
ity of the carrier gases to entrain fluid from the surroundings thus
preventing the formation of the secondary flows.

Cho, Choi, and Kim@18# studied the optimization of inlet con-
centration profile of the reactant gas on the uniformity of the
growth rate. Their results showed that the film uniformity could be
significantly improved by enforcing an optimum inlet concentra-

tion distribution. However, they noted that controlling the inlet
concentration is not easy. To make the optimization procedure
more practical, Cho, Choi, and Kim@7# also devised a procedure
to find the optimum inlet velocity profile. These calculations
showed that a properly arranged inlet velocity profile can suppress
buoyancy-driven recirculation, thus improving the growth rate
uniformity.

Axisymmetric designs are used in most vertical CVD reactors
to ensure that the flow is also axisymmetric. However, at certain
pressures, nonaxisymmetric mixed convection flows, transient
flows, or even turbulence may be caused by large buoyancy ef-
fects@19,20#. These phenomena destroy the uniform deposition in
the circumferential direction; thus they are unwanted. Symmetry
breaking in a stagnation flow CVD reactor has been studied by
van Santen, Kleijn, and van den Akker@21#. Their work shows
that this unwanted phenomenon in practice can be avoided by
selecting appropriate operating parameters. A sufficiently high in-
let flow and rotation of the wafer guarantees a perfectly axisym-
metric flow, and a decrease in distance between wafer and inlet
can also suppress asymmetric flows. van Santen, Kleijn, and van
den Akker also investigated the effect of turbulence in a vertical
reactor using large eddy simulations~LES!. It was found that
buoyancy-induced turbulence can be important in cold-wall reac-
tors operating at or near atmospheric pressure, when the forced
inlet flow and rotation of the wafer are not strong enough. Al-
though instantaneous uniformity of heat flux is poor due to the
chaotic nature of buoyancy-induced turbulence, when averaged
over time the heat flux on the wafer may be high and uniform.
However, the authors mention that it is not clear whether turbu-
lence can be beneficially exploited in CVD of thin films.

In a more recent study, van Santen, Kleijn, and van den Akker
@22,23#also investigated the mixed convection between two cir-
cular disks with an impinging jet at the center. They showed that
with no inflow, the free convection flow becomes three dimen-
sional at low Grashoff numbers. However, a sufficiently large
forced inflow through the central jet was observed to sweep away
the natural convection cells and produce stable, axisymmetric
flow.

Flow visualizations of the reactor flows have also been per-
formed. Gadgil@24# used smoke flow experiments to optimize the
design parameters of a stagnation point flow reactor. Among vari-
ous reactor geometries he examined, the modified reactor with
diffuser shape inlet section was found to result in a recirculation-
free flow without substrate rotation or application of vacuum. It
was found that modification of chamber geometry is the best way
to achieve a vortex-free flow at high temperatures and pressures.
Mathews and Peterson@25# used similar visualization techniques
to investigate buoyancy-induced flows in a stagnation flow reactor
under the transient conditions of rapid thermal chemical vapor
deposition~RTCVD! for pressures up to 0.2 atm. They observed
buoyancy-induced flows for all conditions, though the degree to
which these flows affected the uniformity of the flow in the vicin-
ity of the growth surface varied significantly with substrate tem-
perature.

In order to guarantee high uniformity of the deposit, most CVD
reactors operate at low pressures in the range of a few hundredths
of an atmosphere. At these low pressures, the buoyant forces are
relatively small, and the precursor and carrier gases directly reach
the substrate without complex flow recirculation, producing a film
of high radial uniformity. However, operation under vacuum con-
ditions requires expensive facilities and careful process control.
The reactor chambers cannot be very large, and the vessel walls
must be of a material of sufficient thickness to withstand the pres-
sure differentials. Operation of CVD reactors at atmospheric pres-
sure is much easier and can be scaled easily to larger dimensions
without the penalty of expensive vacuum equipment. In addition,
atmospheric growth conditions may be required by reaction
schemes, materials, or other practical constraints.

We have recently undertaken an extensive numerical study to
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quantify the mixed-convection flow field in a novel impinging jet
CVD reactor. This geometry holds potential to be operated at at-
mospheric pressure and to produce a film of nearly uniform thick-
ness. The reactor is also a stagnation flow reactor with the sub-
strate mounted on a pedestal with provision for rotation. The inlet
gases enter the reactor from a narrow inlet at the top and counter-
act the buoyancy-induced flow generated by the substrate. The
momentum of the inlet jet is made strong enough to sweep away
the buoyancy-driven vortex, thereby producing a uniform concen-
tration boundary layer. The distance between the substrate and the
top wall is decreased such that the buoyant vortices are weakened.
A number of systematic numerical simulations have been con-
ducted to quantify the effects of inlet flow rate, substrate rotation
rate, and the chamber pressure on the flow and temperature fields,
the rates of growth of the film, and its uniformity. The present
article discusses in detail the results of these numerical studies.
We believe that after further optimization and experimental vali-
dation, the impinging jet geometry can be a viable candidate for
uniform and high growth rate deposition of thin films at atmo-
spheric pressure. Also, as an initial step, the current study has
considered wafer sizes of only 5 cm in diameter. However, indus-
trial sizes being larger, further scale-up is now being considered in
a separate study.

2 Governing Equations and Numerical Procedure

2.1 Governing Equations. The velocities encountered in a
typical CVD reactor are small. Hence the flow can be treated
essentially as incompressible. However, the density variations in
the fluid are significant to the extent that the Boussinesq approxi-
mation cannot be considered to be accurate. Hence, the local den-
sity variations must be accounted for in the convective terms, in
addition to the gravitational term. We consider here the nondimen-
sional equations obtained by using the scalesd ~diameter of the
reactor!,V ~inlet velocity!,r refV

2, DTc (Twafer2Tinlet), Yinlet , and
d/V for length, velocity, pressure, temperature, concentration, and
time, respectively. The governing equations for mass, momentum,
energy, and species concentration can be stated as@21#
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whereu is the velocity vector,I is the unit tensor,ex is the unit
vector with a component only in thex direction ~the x positive
direction points upwards!, p is pressure,U is the temperature,Y is
the mass fraction of precursor gas, andt is the time. The super-
script T on “u refers to the transpose of the tensor. All variables
are nondimensional. The material properties, densityr, dynamic
viscosity m, thermal conductivityk, heat capacityCp , and the
mass diffusivityDAB are made dimensionless with their value at
the reference temperatureTref5(Twafer1Tinlet)/2. The Dufour and
Soret diffusions are assumed to be small for the particular gases
considered here and hence neglected. The Reynolds~Re!, Prandtl
~Pr!, Schmidt~Sc!, Grashof~Gr!, and Gay-Lusac~Ga! numbers
appearing in the above equations are defined as

Re5r refVd/m ref ,

Pr5m refCpref
/kref ,

Sc5m ref /~r refD ref!, (5)

Gr5gr ref
2 d3~Twafer2Tinlet!/~m ref

2 Tref!,

Ga5~Twafer2Tinlet!/Tref ,

where g is the acceleration due to gravity, andTwafer and Tinlet
represent dimensional temperatures at the wafer and at the inlet.
Reference values denoted by the subscript ref are taken at refer-
ence temperature. Expansion effects caused by density changes
with heating of the gas phase are modeled by the ideal gas law.
This gives the following dimensionless relation:

r5@~U2
1
2!Ga11#21. (6)

The current study assumed axisymmetric flow because of the
computational simplicity provided, and the large number of pa-
rameteric computations that were planned. However, natural con-
vection flows do become three dimensional in some parameter
ranges. To validate the axisymmetric assumptions full three-
dimensional calculations are needed. The spatial terms in the gov-
erning equations are discretized using a second-order finite-
volume method on a nonstaggered cylindrical polar grid. The time
integration is performed using a predictor-corrector method simi-
lar to that used by Najm, Wyckoff, and Knio@26# and Boersma
@27#.

2.2 Boundary Conditions. At the top surface the velocities
and concentration values corresponding to the inflow gases are
prescribed as Dirichlet conditions. At the wafer, the temperature is
fixed at 900 K, and the nondimensional concentration is pre-
scribed to be zero. The normal and radial velocities are also pre-
scribed to be zero at the wafer surface with the tangential velocity
prescribed by the rotation rate. At the outlet of the reactor, zero-
derivative conditions are prescribed on all variables. The tempera-
ture at the outer wall is an important aspect for the operation of
the reactor. It is necessary to select this in such a way that there is
no deposit on the outer wall, but at the same time the buoyancy
forces due to the cold outer walls are mitigated. In this study we
considered two different boundary conditions to understand the
effect of outer wall thermal boundary condition on the flow inside
the reactor. The first condition considered was an adiabatic outer
wall. The second condition was an isothermal wall, implying
some form of external cooling to maintain the walls at the tem-
perature of the inlet gases. This second condition was used in
most of the calculations reported in this paper. On the pedestal
side wall, a linear temperature difference from the wafer surface
temperature to the ambient of 300 K was prescribed. We believe
this condition will not affect the deposition patterns on the wafer;
hence other conditions appropriate to an industrial setting may
also be considered.

2.3 Properties and Deposition Parameters. The present
simulations have been performed with argon and acetone as the
carrier and precursor gases, respectively. The dynamic viscosity,
specific heat, and conductivity of the carrier gas are obtained from
database of National Institute of Standards and Technology
~NIST! @28#. Binary diffusion coefficients are calculated from the
Chapman-Enskog theory. For details, see Ref.@29#. For the
present study, the rate of deposition is assumed to be limited by
the rate of mass transfer, implying fast chemical kinetics. Thus the
growth rate is taken to be proportional to the gradient of the
concentration normal to the wafer surface (growth rate
}Sh52]Y/]xuwafer, where Sh is the Sherwood number!. Here
the growth rate is derived in a nondimensional sense, as the inlet
concentration is fixed at a non-dimensional value of unity. The
growth rate is given by the product of the local density, diffusion
coefficient and the concentration gradient. In our study, the varia-
tions of density and diffusion coefficients are small because of the
dilute concentrations of the precursor and uniform wafer tempera-
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ture. When the deposition rate is limited by the kinetics of the
reaction, it is necessary to include the specific kinetic mechanisms
before actual film deposition rates are estimated. By appropriately
specifying a value to the inlet concentration, a dimensional value
can be then obtained. Hence the units for current growth rates are
arbitrary. Two different nonuniformities and usage are defined as
the following. The simple nonuniformity is

Nonuniformity ~1!5
uShwafer center2Shwafer edgeu

Shwafer center
. (7)

The root mean square~rms! nonuniformity is

Nonuniformity ~2!5H E
Awafer

~Sh2Sh)2dA/Sh2AwaferJ 1/2

,

(8)

where Sh5*Awafer
ShdA/Awafer is the average growth rate and

Awafer is the area of the wafer. The usage is

Usage5
*Awafer

rDAB~]Y/]x!waferdA

*Ainlet
rVYinletdA

. (9)

3 Results
As indicated above, increasing the reactor pressure increases

the Grashof number and therefore the mixed-convection param-
eter Gr/Re2. The key to a successful atmospheric pressure CVD
reactor is the control of this mixed-convection parameter. To
lower its value, two strategies can be employed. The height of the
chamber can be made significantly smaller than the chamber di-
ameter as the Grashof number will then be based on the reactor
height and will decrease as the third power of the height. This
strategy is followed in pancake reactors. However, in common
pancake reactors, the carrier gases enter uniformly from the top
surface. This may not completely suppress the natural convection.
Alternately, or in addition to the reduction in height, the inflow
gases can be admitted with a high momentum through a narrow
central pipe, thus providing a high inlet Reynolds number. This
strategy was used by Snyder, Sides, and Ko@30# in their version
of the impinging jet reactor. However, for the parameters chosen
in the geometry of Snyder, Sides, and Ko@30#, the film thickness
varied significantly with position on the wafer. In the geometry of

Snyder, Sides, and Ko, the height of the top wall was of the same
order as the chamber diameter. Hence the natural convection was
still significantly large.

Figure 1 shows the new geometry of the impinging jet reactor
considered in this study, which combines the height reduction
with the increased inlet momentum. This reactor has a low height
with inflow from the top through a central nozzle. For the current
configuration, the carrier gases enter from a nozzle of diameter
d/4 ~d is the chamber diameter!. The height of the top surface is
d/8 from the substrate. The substrate is mounted on a pedestal and
rotated if necessary. The gases leave the reactor through an annu-
lus between the substrate and the outer wall. The reduced height
provides a reduction in Grashof number by a factor of 512 from a
value based on the chamber diameter. The decrease in the diam-
eter of inlet stream provides a fourfold increase in the character-
istic Reynolds number. Together, the mixed convection parameterFig. 1 Schematic of a modified impinging jet CVD reactor

Fig. 2 Finite volume grid used for the calculations
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is reduced by a factor of 8192 from a value appropriate to a
traditional stagnation flow reactor with uniform inflow and large
height ~typically of the order ofd!.

We have performed a number of calculations in this impinging
jet geometry by systematically varying the pressure, inlet flow
rate, and substrate rotation. Three different values of pressure are
explored increasing all the way up to 1 atm. A finite volume grid,
which is shown in Fig. 2, containing 18,142 cells was used to
discretize the governing equations. The grid spacing was uniform
in the y direction, but a nonuniform spacing, symmetrically ex-
panding from the substrate towards the inlet and outlet boundary,
was employed in thex direction. A finer grid calculation with four
times this number of control volumes was also performed for the

most sensitive parameter set, and it was observed that the results
differed by less than 0.5%. Hence all calculations were made with
the 18,142 cell grid. The flow is assumed to be axisymmetric and
two dimensional. The time step was chosen as a value that guar-
anteed the maximum Courant number at all control volumes to be
less then 0.8. The steady-state solution was considered to be
reached when the sum of the temporal derivatives of density of all
control volumes over the entire domain became less then 1027.

3.1 Effect of the Outer Wall Thermal Boundary Condition
Figure 3ashows the temperature distribution along the top wall
with inlet flow rate of 1 SLM for four calculations at a pressure of
0.5 atm and three rotation rates in the case of an adiabatic bound-
ary. The resulting temperature differences are observed to be small
between the outer wall and the substrate but are large between the
inlet gases and the substrate. The temperature reaches a high
value, around 850 K, atV52518 rpm. Such high temperatures
can cause deposition on the hot top wall, reducing the overall
usage of the precursor gases. When the flow rate is increased to 10
SLM, the temperature of the top wall drops to 640 K~Fig. 3b!, but
it is still large for the deposition reaction to occur at the surface.
Hence, the adiabatic wall boundary condition is not an appropriate
condition for the current design of the impinging jet reactor. For
all the calculations presented below, the reactor walls have been
considered to be isothermal at 300 K. This temperature can be
easily maintained by water cooling.

3.2 Results for the 1 SLM Flow Rate. Table 1 shows the
parameters for the set of calculations performed in the present
geometry. The pressure was varied from 0.5 to 1.0 atm in order to
test the performance of this geometry at near atmospheric pres-
sures. Table 1 also provides values of the corresponding Grashof,
Reynolds, and mixed-convection parameters. For the imposed
temperature of 900 K for the substrate and a chamber pressure of
0.5 atm, the Grashof number based on the diameter of the outer
housing is about 2.63106. However, for an upper wall height of
d/8, the Grashof number based on this dimension is only about
5096. The inlet Reynolds number (Vinletd/n) is 13.08 for 1 SLM
flow rate, giving a value of about 30 for the mixed convection
parameter. Since this is much greater than 1, it is to be expected
that the natural convection effects will be significant at this flow
rate.

Figures 4 and 5 show the velocity vectors, temperature, and
scalar distributions and streamlines for four calculations at 0.5 atm
and 1 SLM flow rate. At zero rotation~Fig. 4! there is a large
recirculation eddy on the top of the substrate. This eddy lifts off
the flow from the substrate and lowers the transport of the precur-
sors to the substrate. The result is a nonuniform rate of deposition,
as shown in Fig. 6. For the case of zero rotation, the deposition is
low in the center and high at the outer edge. Figure 5 shows the
effects of substrate rotation on the velocity fields, temperature,
and concentration distributions. The viscous pumping induced by
the substrate rotation increases the velocity in the center and the
local concentration gradient. Thus, rotation in fact increased the
rate of deposition in the center and the nonuniformity of the sub-
strate deposition. From these results, it is clear that a flow rate of
1 SLM is inadequate to neutralize the buoyancy effects at 0.5 atm
pressure, even in this modified impinging jet reactor geometry. As

Fig. 3 Temperature distribution on the top wall as a function
of radial position for different substrate rotation rates for
pressureÄ0.5 atm, and adiabatic sidewall: „a… inlet flow rate Ä1
SLM and „b… inlet flow rate Ä10 SLM

Table 1 Details of calculation parameters

Pressure
~atm!

Grashof number
based ond/8

Volumetric
flow rate
~SLM!

Inlet Reynolds
number based ond/4

Vinlet
~cm/s! Gr/Re2

0.5 5,096.07 1 13.08 3.7 29.787
0.5 5,096.07 10 130.8 37.2 0.298
0.75 11,466.21 10 130.8 24.8 0.670
1.0 20,384.77 10 130.8 18.6 1.191
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Fig. 5 Streamlines, concentration „left… and temperature
„right… contours, and vector plot for pressure Ä0.5 atm, inlet
flow rateÄ1 SLM, VÄ1007 rpm, and isothermal sidewall

Fig. 6 Growth rates along the wafer for different substrate ro-
tation rates for pressure Ä0.5 atm, inlet flow rate Ä1 SLM, and
isothermal sidewall

Fig. 7 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä0.5 atm, in-
let flow rateÄ10 SLM, VÄ0 rpm, and isothermal sidewall

Fig. 8 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä0.5 atm, in-
let flow rateÄ10 SLM, VÄ1007 rpm, and isothermal sidewall

Fig. 9 Growth rates along the wafer for different substrate ro-
tation rates for pressure Ä0.5 atm, inlet flow rate Ä10 SLM, and
isothermal sidewall

Fig. 4 Streamlines, concentration „left… and temperature
„right… contours, and vector plot for pressure Ä0.5 atm, inlet
flow rateÄ1 SLM, VÄ0 rpm, and isothermal sidewall
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the natural convection will become stronger at higher pressures,
we did not make calculations at pressures higher than 0.5 atm with
1 SLM flow rate.

3.3 Results for the 10 SLM Flow Rate. An increase in the
flow rate increases the inlet velocity and the inlet Reynolds num-
ber. Although it is not clear what the appropriate length scale is
for the definition of the Reynolds number in the vicinity of the
substrate, we have used the inlet diameter (d/4) as the appropriate
length scale. For an SLM flow rate of 10, the Reynolds number is
130.8. At a pressure of 0.5 atm, the corresponding mixed convec-
tion parameter (Gr/Re2) now reduces by a factor of 100 to about
0.3, a value less than unity. Thus a forced convection dominated
flow is produced. For the flow rate of 10 SLM, we have computed
the flow fields and concentration distributions for pressures of 0.5,
0.75, and 1.0 atm. At 1 atm pressure, the mixed convection pa-
rameter is small, around 1.2. Therefore, at a flow rate of 10 SLM,
there is a potential for uniform deposition rates.

Figures 7 and 8 show the flow, temperature, and concentration
fields for 0.5 atm pressure at two rotation rates. The corresponding
growth rates are shown in Fig. 9. With a 10 SLM flow rate, the
recirculation eddy on the top of the substrate is eliminated by the
strong inflow stream. The flow field is much different than that at

1 SLM. The inflow gases move directly down in the inlet section,
then move horizontally along the substrate, and form a uniform
boundary layer above the substrate. A recirculation eddy forms
near the top corner because of the impingement on the wall jet on
the side wall. However, it is located outer to the deposition sur-
face, and its effects are confined to the corner. Figure 9 clearly
indicates that the uniformity of the film can be quite good if the
rate of deposition is solely limited by the mass transfer to the
substrate. It can be seen that the uniformity of deposition has
significantly improved when the flow rate is increased from 1 to
10 SLM. Lower flow rates such as 5 or 7.5 SLM may also be
adequate to give good deposition uniformity with a higher usage
of the precursor gases.

The effect of the chamber pressure is to increase the natural
convection, and thereby modify the flow pattern. This in turn can
change the deposition uniformity by altering the concentration
boundary layer. Figure 10 shows the growth rates for the three
pressures. It is seen that when the forced convection is dominant,
pressure does not influence much the rate of growth as well as the
uniformity of the deposit. The deposit is nonuniform with a
smaller thickness in the center. Figure 11 shows the flow fields at

Fig. 10 Growth rates along the wafer for different pressures
for inlet flow rate Ä10 SLM and isothermal sidewall

Fig. 11 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä1.0 atm, in-
let flow rateÄ10 SLM, VÄ0 rpm, and isothermal sidewall

Fig. 12 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä1.0 atm, in-
let flow rateÄ10 SLM, VÄ1007 rpm, and isothermal sidewall

Fig. 13 Growth rates along the wafer for different substrate
rotation rates for pressure Ä1.0 atm, inlet flow rate Ä10 SLM,
and isothermal sidewall
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1.0 atm at zero substrate rotation and 10 SLM flow rate. The flow
fields at 1 atm are similar to those at 0.5 and 0.75 atm, reflecting
the point that the growth rate is not significantly affected by pres-
sure when the substrate is not rotated.

The lower deposition rate in the central region can be increased
by increasing the concentration gradient in that region. This can
be accomplished by rotating the substrate. Rotation induces addi-
tional suction forces in the central region, accelerating the flow.
The effect of rotation on the flow field at 1 atm is shown in Fig. 12
for 1007 rpm. This corresponds to a rotation Reynolds number of
40,000. Figure 12 shows that the central jet has now become
stronger with rotation, as expected, but the corner vortex has also
increased in size and strength. This is to be expected because of
the stronger radial wall jet impacting the side casing. However,
the uniformity of the growth rate has not been impacted at the
edges by this vortex. As expected, the increased velocities in the
central region have increased the concentration gradients in that

region and have made the film more uniform than that at no rota-
tion. It is seen that at 1 atm pressure, the deviation from unifor-
mity is about 2.5%, a considerably low value. Figure 13 shows the
growth rates for 0, 1007, and 1511 rpm rotation rates. In addition,
the growth rates have increased in value because of the thinning
of the concentration boundary layers due to rotation. We observe
that the growth rate is nearly doubled by rotating the substrate at
1511 rpm. We believe that such rotation rates are feasible in prac-
tice. Hence the computed uniformity and high growth rates can be
achieved in industrial reactors.

For any given pressure, the growth rate increases monotonically
with the rotation of the substrate. At a pressure of 0.75 atm, the
averaged growth rate increased from 44.0 to 97.03 with the rota-
tion increasing from 0 to 2518 rpm. At 1517 rpm and 1.0 atm, the
percentage uniformity is 2.48. Also, as the substrate is rotated,
increase in pressure at the same rotation rate increases the growth
rate because of the large centrifugal force~due to density increase!
at higher pressure. Thus, rotation is relatively more advantageous
at higher pressures. Table 2 gives the growth rates and nonunifor-
mities for the various cases studied. In most cases the trends are
monotonic, i.e., rotation brings more uniformity. However, in
some cases, rotation can overshoot the profiles from being uni-
form and can increase nonuniformity. This is seen, for example, at
0.75 atm for 10 SLM and 1007 rpm.

3.4 Comparisons With the Conventional Stagnation Flow
Reactor. Figure 14 shows the conventional stagnation flow re-
actor. In this configuration, the mixture of gases enters the reactor
uniformly over the entire cross section instead as a narrow jet
through the central region. The height of the reactor is usually

Fig. 14 Schematic of a prototypical stagnation flow CVD
reactor

Table 3 Details of calculation parameters for the conventional
stagnation flow reactor

Pressure
~atm!

Grashof
number
based on

d/2

Volumetric
flow rate
~SLM!

Inlet
Reynolds
number

based ond
Vinlet

~cm/s! Gr/Re2

0.01 130.375 1 3.27 11.6 12.20
10 32.7 116.0 0.1220

0.1 13,037.5 1 3.27 1.16 1220.05
10 32.7 11.6 12.20

0.5 325,937.5 1 3.27 0.23 30,501.4
10 32.7 2.3 305.014

Table 2 Growth rates and nonuniformity for the impinging jet CVD reactor

Pressure
~atm!

Inlet
flow
rate

~SLM!

Rotation
speed
~rpm!

Rotation
Reynolds
number

Growth rate Uniformity ~%!

Usage
~%!Average Center Edge a b

0.5 1 0 0 25.26 7.79 16.79 115.58 24.23 53.36
1007 20,000 34.24 51.04 16.57 67.54 33.85 72.56
1511 30,000 36.89 60.73 14.62 75.94 41.84 78.06
2518 50,000 c c c c c

0.5 10 0 0 43.82 40.41 39.66 1.84 4.59 9.65
1007 20,000 57.13 54.13 55.46 2.45 2.00 12.43
1511 30,000 65.44 62.76 64.52 2.79 1.32 14.19
2518 50,000 80.73 78.41 80.25 2.34 0.76 17.45

0.75 10 0 0 44.00 39.56 40.64 2.73 4.42 9.69
1007 30,000 65.65 62.65 64.86 3.54 1.43 14.24
1511 45,000 77.21 74.67 76.70 2.72 0.90 16.70
2518 75,000 97.03 94.80 96.83 2.14 0.48 20.93

1.0 10 0 0 44.73 38.53 42.27 9.72 4.91 9.85
1007 40,000 73.87 70.80 73.31 3.54 1.21 15.99
1511 60,000 87.67 85.20 87.31 2.48 0.67 18.93
2518 100,000 c c c c c

aSimple nonuniformity.
brms nonuniformity.
cFlow is unsteady.
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much larger (d/2) than the impinging jet reactor shown previously
(d/8). This geometry has been built in our laboratory and has
been used to grow thin films at low pressures. Because of the large
buoyancy forces, such reactors usually operate at very low pres-
sures, of the order of a few hundredths of an atmosphere. To
illustrate the relative advantages of the impinging jet reactor over
the conventional stagnation flow reactor, we performed another
set of systematic calculations for pressures of 0.01, 0.1, and 0.5
atm and various rates of rotation and flow rates of 1.0 and 10.0
SLM. In addition, two sets of inlet conditions for the precursor
gas were also considered. The carrier gases entered the reactor
through the full reactor opening, but the precursor gases came in
either at the full opening or through a partial opening of diameter
d/2. The results from these calculations are fully documented by
Luo @29#. Here only a few calculations are presented to compare
with the results of the impinging jet reactor.

Table 3 shows the Grashof and Reynolds numbers and the
mixed-convection parameters for the various cases. It can be seen
that the mixed-convection parameter is small at 0.01 atm, but
increases significantly when the pressure is increased to 0.5 atm.

Figure 15 illustrates the flow field, temperature, and concentration
distributions for a pressure of 0.01 atm and a flow rate of 1 SLM.
The substrate is not rotated. It can be seen that the flow is prima-
rily unidirectional, leading to a uniform deposit. However, as the
pressure is increased to 0.1 atm, we see a vortex forming on the
top of the substrate~Fig. 16!. This vortex is clockwise and the
inlet gases flow through the periphery instead of the central re-
gion. When the pressure was further increased to 0.5 atm, the flow
became unsteady and was not considered suitable for practical
use.

Increasing the inlet flow rate to 10 SLM reduces the mixed
convection parameter hundredfold, but it is still not enough to
bring it below unity. Here the value is of the order of 300 for
pressure of 0.5 atm, and 12.2 for a pressure of 0.1 atm. However,
for 0.1 atm pressure, and no substrate rotation, no steady solution
was found at 1 SLM flow rate. Figure 17 shows the flow field for
0.5 atm pressure, 10 SLM flow rate, and zero rotation rate. For
this case the flow is highly complex~but steady!with multiple
recirculation eddies on top of the substrate. The effect of these
eddies is a very nonuniform film growth, as seen in Fig. 18. For a
flow rate of 10 SLM and 0.5 atm, the deposition rate has a peak of
about 80 units in the center and about 12 in the outer region.

Fig. 15 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä0.01 atm,
inlet flow rate Ä1 SLM, and VÄ0 rpm

Fig. 16 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä0.1 atm, in-
let flow rateÄ1 SLM, and VÄ0 rpm

Fig. 17 Streamlines, concentration „left… and temperature
„right… contours, and velocity vectors for pressure Ä0.5 atm, in-
let flow rateÄ10 SLM, and VÄ0 rpm

Fig. 18 Growth rates along the wafer for different cases
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Figure 18 also shows the growth profile for 1 SLM and 0.1 atm. It
is less nonuniform, but the average growth rate is small.

The effects of a representative rotation speed on the flow and
temperature fields and the film nonuniformity at 0.1 atm and 10
SLM flow rate are shown in Fig. 19. Three rotation rates of 1007,
1511, and 2518 rpm, as considered previously, were computed.
The rotation of the substrate has now made the flow steady with a
strong down flow at the center. The suction force provided by the
substrate rotation now pulls the reactants towards the substrate,
creating a nearly uniform concentration layer near the substrate
~Fig. 20!. This manifests in a film of uniform thickness, consider-
ing that the reaction is mass transfer limited. Substrate rotation
also increases the rate of deposition because of the thinner con-
centration boundary layer, from a value around 22~nondimen-
sional units!at 1007 rpm to 34 at 2518 rpm. No steady solutions
were found for the pressure of 0.5 atm, 10 SLM, and nonzero
rotation. Thus, the conventional stagnation flow reactor geometry
considered here cannot be beneficially used at pressures substan-
tially higher than 0.1 atm. In comparison, we see that the imping-
ing jet reactor with a modified geometry can be operated fruitfully
at pressures all the way to one atmosphere.

Tables 4 and 5 list the growth rates and nonuniformity factors at
0.01 and 0.1 atm pressures. Significant variations in growth rate
and nonuniformity can be produced when the parameters are var-
ied. The least nonuniformity at 0.01 atm is about 0.2%, whereas at
0.1 atm, a nonuniformity of 1.4% can be obtained. Rotation of the
substrate in principle improves uniformity, but in some cases, the

uniformity can be degraded if used in excess as the growth rate in
the central region can become larger. Data for 0.5 atm are not
given, as only a few solutions were steady.

4 Conclusions
A systematic computational study has been conducted to study

the mixed convection phenomena and deposition patterns in an
impinging jet stagnation flow CVD reactor. The reactor geometry
is such that the momentum of the inflow gases counteracts the
buoyancy-induced vortices and sweeps them out of the reactor
without the detrimental effects on film uniformity. Calculations
have been performed for a wide range of parameters including
pressure, substrate rotation, flow rates, and precursor supply area.
It is seen that the impinging jet reactor can be operated at atmo-
spheric pressure at a moderate inflow rate without the adverse
effects of the buoyancy-induced flow. By tailoring the flow rates
and the rotation speed as well as the inlet area for the precursor
gases, we have been able to reduce the nonuniformity to about 3%
at an operating pressure of 1 atm. Simultaneously, the growth rate
has also been increased significantly from the value at 0.01 atm.
The impinging jet geometry can therefore be used for the deposi-
tion of many thin solid films without the penalty of a vacuum
system and associated equipment costs. A systematic study in con-
ventional stagnation flow geometry was also conducted to com-
pare the performance of the two systems. It is seen that the con-
ventional reactor has significant natural convection at modest
pressures and such buoyancy flows cannot be easily controlled by
increasing the flow rate and rotation of the substrate. These results
need to be verified in the future through physical experiments.

Fig. 20 Growth rates along the wafer for various substrate ro-
tation rates for pressure Ä0.1 atm and inlet flow rate Ä10 SLMFig. 19 Streamlines, concentration „left… and temperature

„right… contours, and velocity vectors for pressure Ä0.1 atm, in-
let flow rateÄ10 SLM, and VÄ1007 rpm

Table 4 Growth rates and nonuniformity at 0.01 atm pressure for the conventional reactor

Inlet
flow
rate

~SLM!

Rotation
speed
~rpm!

Rotation
Reynolds
number

Growth rate Uniformity ~%!

Usage
~%!Average Center Edge a b

1 0 0 4.23 3.76 4.82 28.10 7.39 10.66
1007 400 5.93 5.99 5.98 0.22 0.48 14.39
1511 600 7.50 7.84 7.21 8.11 2.58 17.68
2518 1000 10.16 10.56 9.65 8.56 2.72 22.96

10 0 0 9.10 8.28 10.05 21.46 5.82 2.16
1007 400 9.62 8.93 10.45 16.98 4.69 2.27
1511 600 10.20 9.63 10.90 13.21 3.70 2.39
2518 1000 11.67 11.30 12.12 7.25 2.06 2.70

aSimple nonuniformity.
brms nonuniformity.
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Nomenclature

A 5 Area
Cp 5 Dimensionless specific heat of the carrier gas

DAB 5 Dimensionless mass diffusivity
d 5 Diameter of the reactor

ex 5 Unit vector with component in thex direction
g 5 Gravitational acceleration

Ga 5 Gay-Lusac number
Gr 5 Grashof number

I 5 Unit tensor
k 5 Thermal conductivity

Sh 5 Sherwood number
SLM 5 standard liters per minute

p 5 Pressure
Pr 5 Prandtl number
r 5 Radial coordinate

Re 5 Reynolds number
Rew 5 Rotation Reynolds number (Rew5rrefVd2/m ref)

Sc 5 Schmidt number
T 5 Temperature

Tinlet 5 Temperature at inlet~300 K!
Twafer 5 Temperature at wafer~900 K!

t 5 Nondimensional time
u 5 Velocity vector
V 5 Inlet velocity
x 5 Nondimensional vertical coordinate
Y 5 Nondimensional concentration of precursor gas

Greek Symbols

m 5 Dynamic viscosity
U 5 Non dimensional temperature
r 5 Density
V 5 Rotation speed

Subscripts

inlet 5 At inlet
ref 5 At reference temperature

wafer 5 At wafer
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Solutions for Temperature Rise in
Stationary/Moving Bodies Caused
by Surface Heating With Surface
Convection
Determining the temperature rise of contact interfaces subject to surface heating is es-
sential to controlling thermally induced failures in manufacturing processes and tribol-
ogy. This paper provides a summary of solutions to problems of a stationary/moving
half-space or half-plane without/with surface convection. In the first two sections, basic
formulations for bodies with negligible surface convection are grouped as explicitly and
completely as possible in terms of the Green’s function, the influence coefficients, and the
frequency response function. In the final section, the influence coefficients are applied to
solve surface-heating problems with surface convection. The time required to
reach approximately steady state is found for bodies subject to a unit heat flux.
The effect of convection is found to be dependent on the Pe´clet number and
location. @DOI: 10.1115/1.1795234#

Introduction
Surface heating is a common phenomenon in manufacturing

processes@1# and tribology@2#. For example, the frictional loss
between two meshing gear teeth is converted into surface heat
flux. More importantly, surface heating is one of the culprits of
gear scuffing@3#. Modeling the temperature rise due to surface
heating, especially the surface temperature rise known as the flash
temperature@4#, is essential to the failure study of cutting tools
and contact components. Temperature effects on metallurgical mi-
crostructure, thermal shrinkage, thermal cracking, residual
stresses, and chemical modifications of materials are collectively
studied as surface integrity problems, which are significant to the
performance and reliability analyses of mechanical components.
The modeling of temperature rise could date back to the beginning
of last century@5#.

Surface-heating problems of a stationary or moving half-space
and half-plane are complicated due to time dependency, compo-
nent motion, heat source distribution@6,7#, and boundary condi-
tions. This paper summarizes known results, while exploring a
more complete set of solutions to surface-heating problems with-
out surface convection that are presented by Carslaw and Jaeger
@5#. These results can be applied to develop solutions to problems
with surface convection. In the first two sections, basic formula-
tions are grouped into three categories, with an adiabatic boundary
in the nonheating surface: Green’s functions~Beck et al.@8# dis-
cussed the Green’s functions in great depth!, influence coeffi-
cients, and frequency response functions in order to facilitate ana-
lytical and numerical modeling. These formulations are applied to
solve surface-heating problems with a surface convection bound-
ary in the final section. Three cases are discussed according to the
time variation of the heat source: a! an instantaneous case~TI!
with a varying heat source, where ‘‘T’’ indicates the transient
characteristics; b! a continuous case~TC! with a constant heat
source; and c!a steady state case~SS!, which is a special TC case
with infinite time. Table 1 summarizes the available fundamental
formulas in a closed form, i.e., the formulas are free of integrals
but may contain special mathematical functions such as the error
function, the complementary error function, the exponential inte-

gral, and the Bessel functions. Two new items presented in this
paper are identified by ‘‘#’’ in Table 1. Note that in all cases, the
Péclet numbers are not a function of spatial coordinates. In addi-
tion, the motion is time independent in the TC and SS cases, while
it could be a function of time in the TI cases.

The time required to reach approximately steady state is de-
rived for bodies subject to a unit heat flux. For a half-plane, a
reference point@9# is required for TC and SS cases. It is found that
a half-plane requires less time than a half-space to achieve steady
state, where a reference point is located one unit away from the
origin. If the surface heat-transfer coefficient is not negligible,
results in Section 3 show that under a small Pe´clet number~less
than three!, all temperature values are reduced; while under larger
Péclet numbers, the temperature values are significantly reduced
at locations on the leading side of the surface-heating region.

1 Surface Heating of a Half-Space
An irregularly distributed heat sourceq̄ per unit time per unit

area is applied on the surface of a half-space@Fig. 1~a!# with
uniform initial temperature. A nondimensional coordinate system,
xj5 x̄ j / l , where l is a characteristic length, is fixed to the heat
source. All barred variables are dimensional. The half-space is
stationary or moving relative to the heat source~and the coordi-
nate system!with speeds,V̄1 and V̄2 (V̄3[0), which can vary
with time, but not with position. One could combine two speeds
into a single speed and adjust thex1 coordinate to be in the speed
direction. Material properties of the half-space are diffusivityk
and thermal conductivityK. The nondimensional heat source (q
5q̄/q0) will cause a nondimensional temperature rise,T
5T̄K/( lq0), governed by the heat-conduction equation,

T, i i 5
]T

]t
1Pe1T,11Pe2T,2 (1.1)

wheret is nondimensional time,t5k t̄ / l 2; Pej is the Pe´clet num-
ber in thexj direction, Pej5V̄j l /k. In the surface-heated regionS,
a boundary condition is specified as

2T,35q (1.2)

OutsideS, an adiabatic boundary condition is applied. Alterna-
tively, a convection boundary condition could be applied~see
Sec. 3!.
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1.1. Green’s Functions

1.1.1 Instantaneous Case.One can find the following solu-
tion with the Green’s function@5# for the stationaryhalf-space:

T~x1 ,x2 ,x3 ,t !5E
0

tE
2`

1`E
2`

1`

GTI~x12x18 ,x22x28 ,x3 ,t

2t8!q~x18 ,x28 ,t8!dx18 dx28dt8 (1.3)

GTI~x1 ,x2 ,x3 ,t !5
exp@2R2/~4t !#

4~pt !3/2 (1.4)

whereR25x1
21x2

21x3
2 . Note that in the denominator, four is used

rather than eight~@5#, p. 256! because half-space, not infinite
space, problems are studied. The Green’s function in Eq.~1.4!can
be extended to themovinghalf-space with time-dependent Pe´clet
numbers,

GTI~x1 ,x2 ,x3 ,Dt !5
exp@2R82/~4Dt !#

4~pDt !3/2 (1.5)

where Dt5t2t8 and R825(x12* t8
t Pe1dt)21(x22* t8

t Pe2dt)2

1x3
2 . The general expression of the temperature rise consists of

four integrals: one inR8 and the remaining three in Eq.~1.3!,
which are costly for numerical computation and require analytical
simplification if possible.

1.1.2 Continuous Case.When the heat source is constantly
applied from time 0 tot and the half-space has only a time-
invariant Pe´clet number in thex1 direction (Pe2[0), then the
temperature rise at timet is

T~x1 ,x2 ,x3 ,t !5E
2`

1`E
2`

1`

GTC~x12x18 ,x2

2x28 ,x3 ,t !q~x18 ,x28!dx18dx28 (1.6)

GTC~x1 ,x2 ,x3 ,t !

5E
0

t

GTI~x1 ,x2 ,x3 ,t2t8!dt8

5
1

4pR
expF2Pe1~R2x1!

2 GF22erfcS Pe1At

2
2

R

2At
D

1exp~RPe1!erfcS Pe1At

2
1

R

2At
D G (1.7)

where the integration with respect to time has been carried out.
The above Green’s function is probably novel since reported re-
sults are not explicitly integrated. For example, Hou and Ko-
manduri@7# recently presented the following integral, rewritten in
current nondimensional form with the speed pointing in the posi-
tive x1 direction, as

GTC~x1 ,x2 ,x3 ,t !5
Pe1

8p3/2expS Pe1x1

2 D E
0

Pe1
2t/4

3S 2j2
R2Pe1

2

16j D dj

j3/2 (1.8)

Equation~1.7! can be obtained from Eq.~1.8! by using the fol-
lowing integral

Table 1 Equation number of fundamental solutions in a closed form

Body Case

Green’s Functions Influence Coefficients Frequency Response

Stationary Moving Stationary Moving Functions

Half-space TI 1.4 1.5 1.17 1.24a
TC 1.10 1.7# NA 1.24b
SS 1.12 1.21a# Large Pe@11# 1.24c

Half-plane TI 2.3 2.9 2.21a
TC 2.4 NA 2.11a in the surface NA 2.21b
SS 2.6 2.5 2.20 2.13 in the surface 2.21c

Fig. 1 Bodies subject to the surface heat source

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 777

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E expS 2C2j2
D2

j D dj

j3/2

52Ap@exp~22CD!erfc~CAj2D/Aj!

2exp~2CD!erfc~D/Aj1 CAj!#/~2D ! (1.9)

whereC andD are independent ofj.
For the stationary half-space, Eq.~1.7! becomes the known

solution ~p. 261@5#!,

GTC~x1 ,x2 ,x3 ,t !5
1

2pR
erfcS R

2At
D , Pe150 (1.10)

1.1.3 Steady-State Case.The SS solution for the half-space
can be found simply by letting time approach infinity in Eq.~1.7!
~alternatively, see p. 267@5#!

T~x1 ,x2 ,x3!5E
2`

1`E
2`

1`

GSS~x12x18 ,x22x28 ,x3!

3q~x18 ,x28!dx18dx28 (1.11)

GSS~x1 ,x2 ,x3!5
1

2pR
expF2Pe1~R2x1!

2 G (1.12)

It is interesting to determine timets when the steady state is ap-
proximately reached. Hou and Komanduri argued that the contri-
bution to the integration beyond five is negligible in Eq.~1.8!, so
that the upper limit of the integration could be set approximately
as five. Therefore, it was concluded in their work that the steady
state could have been established at approximatelyts520/Pe1

2 ,
which corresponds to dimensional time of 20k/V̄2. From Eqs.
~1.7!–~8!, ts should be a function of the Pe´clet number (Pe1) and
the radius (R). The ratio of the TC result to the SS result gives a
quantitative criterion to evaluate the degree to which the steady
state is reached. Given this ratio, the location, and the Pe´clet num-
ber, one can accurately findts by substituting Eq.~1.7! into the
ratio expression. When this ratio is set as 0.99 atR50.5 or 1.5,
the corresponding time is depicted in Fig. 2~solid line! with re-
spect to the Pe´clet number. Figure 2 shows that the Hou and
Komanduri result~dotted line!overestimates the time for low Pe´-
clet number and underestimates the time for high Pe´clet number.

The Green’s function of TC cases involves the complementary
error function, which decays to zero faster than the exponential
function. It is reasonable to claim that the steady state is approxi-
mately reached when the following condition is fulfilled,

Pe1Ats

2
2

R

2Ats

5n (1.13)

wheren is 3 or larger since erfc~3! is O(1025). After rewriting,
one can findts

ts5@~n1An21RPe1!/Pe1#2 (1.14)

which has a square root term and thus differs from Hou and Ko-
manduri @7# (ts;Pe1

22). Figure 2 also depicts results obtained
from Eq. ~1.14!with n53, where the curve trends reveal that the
smaller the Pe´clet number, the longer the time to reach the steady
state. From Eq.~1.14!, it is seen that locations far from the origin
require a longer time to reach the steady state.

Equation~1.14! is not applicable for zero Pe´clet number~the
stationary half-space!; instead the term, erfc@R/(2Ats)#, in Eq.
~1.10! should go toward one as time increases. If the ratio of the
TC result to the SS result is denoted as 12e, thents can be found
as follows:

ts'R2/~e2p! (1.15)

For example, sete to 0.01 so that the ratio is 0.99. If the half-
space ismovingwith Pe151, ts is approximately 5 atR5

1
2. How-

ever,ts should be around 800 for the same location in thestation-
ary half-space. From the comparison between Eq.~1.14!and Eq.
~1.15!, it is seen that the location has greater effect onts in sta-
tionary bodies than inmovingones. It should be pointed out that
these equations forts are valid for locations inside the half-space
as well. However, since the equations forts are obtained from
Green’s functions, they are only accurate in the case of a unit heat
source. For problems with arbitrary heat sources, these equations
are applicable to locations far away from the heat source.

1.2 Influence Coefficients. Influence coefficients are re-
sponses to a constant heat distribution on the surface over the
rectangular patchx1P@2D1 ,D1# andx2P@2D2 ,D2# @Fig. 3~a!#.
Since an arbitrary heat source can be discretized into a set of
uniformly distributed heat sources, influence coefficients are
widely used in numerical simulation. The influence coefficients
for a half-space are generally written as the following double in-
tegrals:

D~x1 ,x2 ,x3 ,t !5E
2D1

D1 E
2D2

D2

G~x12x18 ,x22x28 ,x3 ,t !dx18dx28

(1.16)

For the steady state, the variablet in Eq. ~1.16!should be absent.

1.2.1 Instantaneous Case.Integrating the Green’s function
for the stationaryhalf-space leads to

Fig. 2 Effect of the Pe´clet number on the time required to
reach approximately steady state

Fig. 3 Schematics of influence coefficients
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DTI~x1 ,x2 ,x3 ,t !

5
exp@2x3

2/~4t !#

4Apt
FerfS x11D1

2At
D

2erfS x12D1

2At
D GFerfS x21D2

2At
D 2erfS x22D2

2At
D G
(1.17)

For themovinghalf-space,t andxi in the above equation should
be replaced byt2t8 andxi2* t8

t Peidt, respectively.

1.2.2 Continuous Case.An attempt by the authors to express
the influence coefficients in a closed form was unsuccessful. How-
ever, instead of double integrals~Eq. 1.16!the influence coeffi-
cients for thestationaryhalf-space could be written as a single
integral with respect to time based on Eq.~1.17!as follows:

DTC~x1 ,x2 ,x3 ,t !

5E
0

At exp@2x3
2/~4t2!#

2Ap
FerfS x11D1

2t D
2erfS x12D1

2t D GFerfS x21D2

2t D2erfS x22D2

2t D Gdt

(1.18a)

wheret5At2t8 is used. The maximum value is at the origin and
can be obtained numerically by evaluating

DTC~0,0,0,t!5
2

Ap
E

0

At

erfS D1

2t DerfS D2

2t Ddt (1.18b)

For themovinghalf-space,xi in Eq. ~1.18a!should be replaced by
xi2* t2t2

t Peidu. From the computational point of view, a single
integration can be handled more efficiently than double integra-
tion. Figure 4 shows the evolution of the influence coefficients
with D15D2 at the origin normalized by the SS result of Eq.
~1.21b!, which is discussed in Sec. 1.2.3. Since the horizontal axis
in Fig. 4 is time divided byD1

2 , the value ofts at the origin
strongly depends on the size of the heated region and is roughly
100 to 1000 timesD1

2 .

1.2.3 Steady-State Case.For the stationary half-space, the
Green’s function has a kernel of the Newtonian potential,
GSS(x1 ,x2 ,x3)5 1/2pR . From @10#, the following integration
can be found,

F~x1 ,x2 ,x3!5E E 1

R
dx1dx25

x1

2
lnS R1x2

R2x2
D

1
x2

2
lnS R1x1

R2x1
D2x3 arctanS x1x2

x3R D (1.19)

and F~x1 ,x2,0!5x1 ln~Ax1
21x2

21x2!1x2 ln~Ax1
21x2

21x1!
(1.20)

Therefore, the influence coefficients with Pe150 can be expressed
as,

DSS~x1 ,x2 ,x3!5@F~x11D1 ,x21D2 ,x3!2F~x12D1 ,x2

1D2 ,x3!2F~x11D1 ,x22D2 ,x3!1F~x1

2D1 ,x22D2 ,x3!#/~2p! (1.21a)

The maximum value is at the origin and expressed as

DSS~0,0,0!5
2

p FD1 ln
As21111

s
1D2 ln~As2111s!G

(1.21b)
wheres5D1 /D2 is the ratio of the heated region. If the patch is
square~i.e., s51), DSS(0,0,0)5 (4/p) D1 ln(11&), which is ap-
proximately 2D1 /Ap as obtained in@9#.

When the half-space ismoving, the influence coefficients may
not be expressed in a closed form and numerical integration is
used to obtain numerical values. However, Tichy@11# derived the
temperature rise in the fastmoving half-space under a uniform
rectangular heat flux, which is, in fact, the influence coefficients
for a very large Pe´clet number.

1.3 Frequency Response Functions.The general form of
temperature rise in a mixed time and frequency domain can be
expressed as@12#,

T5 ~v1 ,v2 ,x3 ,t !5E
0

t q5 ~v1 ,v2 ,t8!

ApDt exp@Dtw21x3
2/~4Dt !#

dt8

(1.22)

where Dt5t2t8, w25v1
21v2

21 i(v1* t8
t Pe1dt

1v2* t8
t Pe2dt)/Dt, and a double tilde (5) denotes a two-

dimensional Fourier transform with respect tox1 and x2 . The
mixed domain involves the frequency domain with respect tox1
andx2 , the space domain ofx3 and the time domain.

If the Péclet number varies with time, numerical integration
must be used to evaluate the time integrals. However, temperature
in Eq. ~1.22! is simplified below for problems with time-invariant
Péclet numbers with the notation

w5Av1
21v2

21 iv1Pe11 iv2Pe2 (1.23)

For theinstantaneous case, the integral in Eq.~1.22! is a convo-
lution and the Fourier transform with respect to time changes the
convolution to multiplication,

T̃5 ~v1 ,v2 ,x3 ,v t!

q̃5 ~v1 ,v2 ,v t!
5

exp~2x3Aw21 iv t!

Aw21 iv t

(1.24a)

where v t is the frequency domain counterpart of time. A triple
tilde (̃5 ) denotes a three-dimensional Fourier transform with re-
spect tox1 andx2 and time. For thecontinuous caseandsteady-
state case, one can find the frequency response functions as fol-
lows, respectively:

Fig. 4 Evolution of the influence coefficient at the origin with
time
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T5 ~v1 ,v2 ,x3 ,t !

q5 ~v1 ,v2!
5

1

2w Fexp~2x3w!erfcS x3

2At
2wAt D

2exp~x3w!erfcS x3

2At
1wAt D G (1.24b)

T5 ~v1 ,v2 ,x3!

q5 ~v1 ,v2!
5

exp~2x3w!

w
(1.24c)

2 Surface Heating of a Half-Plane
An irregularly distributed heat source per unit time per unit

length is applied on the surface of a half-plane@Fig. 1~b!# with
uniform initial temperature. All quantities in this section are iden-
tical to those in Sec. 1 except that thex2 coordinate is directed
into the half-plane and thex3 coordinate is absent. The tempera-
ture rise is governed by

T, i i 5
]T

]t
1Pe1T,1 (2.1)

In the surface-heated regionS, a boundary condition is specified
as

2T,25q (2.2)

OutsideS, an adiabatic boundary condition is applied. Solutions
involving a convection boundary condition are presented in
Sec. 3.

2.1 Green’s Functions. The Green’s functions for the half-
plane can be found by integration of the half-space result. Carslaw
and Jaeger@5# presented these Green’s functions for the following
cases:

a. Instantaneous casewith Pe150:

GTI~x1,x2,t!5
1

2pt
expS2 R2

4tD (2.3)

whereR5Ax1
21x2

2. If the half-space ismoving,t andx1 in
Eq. ~2.3! should be replaced byt2t8 andxi2* t8

t Peidt, re-
spectively.

b. Continuous casewith Pe150:

GTC~x1,x2,t!5*0
t GTI~x1,x2,t2t8!dt85

21

2p
EiS 2

R2

4t D
(2.4)

The Green’s function of themovinghalf-plane for continu-
ous cases is not available in a closed form.

c. Steady-state case:

GSS~x1,x2!5
1

p
expFPe1x1

2 GK0FRPe1

2 G (2.5)

The Green’s functions in Eq.~2.4! for TC cases and Eq.~2.5! for
SS cases are singular at the origin. Furthermore, Eq.~2.5! is ev-
erywhere infinity. The asymptotic behavior of modified Bessel
functions can be shown to be limx→0 K0(cx)52 ln c2ln x1ln 2
2g, whereg is the Euler’s constant~0.5772!. By ignoring a bulk
value ~the logarithmic infinity and constant terms!, the Green’s
function with an appropriate reference point for thestationary
half-plane is

GSS~x1,x2!52
1

p
ln R (2.6)

Recall thatts is the time when the steady state is approximately

reached and the exponential integral for any smallx can be writ-
ten as Ei(2x)5g1 ln x2x1O(x2). If the ratio between the TC
and SS results is given as 12e, one can approximatets for the
stationaryhalf-plane by the following expression with the refer-
ence point atR0 ,

ts5
R22R0

2

8e~ ln R2 ln R0!
(2.7)

which is dependent onR0 . The relationship betweents andR here
is different from that of thestationaryhalf-space in Eq.~1.15!. ts

is about 13.5 atR5
1
2 with e50.01 andR051. For themoving

half-plane,ts could be found numerically, and is about 3.1 atR
5

1
2 with Pe151, e50.01, andR051. For this specificR0 , the ts

of the half-plane is less than that of the half-space so in the neigh-
borhood ofR51, the half-plane reaches the steady state more
rapidly than the half-space.

2.2 Influence Coefficients. Similar to half-space problems,
the influence coefficients for the half-plane can be written as

D~x1 ,x2 ,t !5E
2D1

D1

G~x12x18 ,x2 ,t !dx18 (2.8)

with a uniformly distributed heat source overx1P@2D1 ,D1#
@Fig. 3~b!#. For the steady-state case, time should not be included
in this expression.

2.2.1 Instantaneous Case.By integrating the Green’s func-
tion of Eq. ~2.3!, one can obtain,

DTI~x1 ,x2 ,t !5
1

2Apt
exp@2x2

2/~4t !#FerfS x11D1

2At
D

2erfS x12D1

2At
D G (2.9)

If the half-plane ismoving, t and x1 in Eq. ~2.9! should be re-
placed byt2t8 andxi2* t8

t Peidt, respectively.

2.2.2 Continuous Case.It is convenient to write the influ-
ence coefficients in a time-integral form as following,

DTC~x1 ,x2 ,t !5
1

Ap
E

0

At

exp@2x2
2/~4t2!#FerfS x11D1

2t D
2erfS x12D1

2t D Gdt (2.10)

If the half-plane ismoving,x1 in Eq. ~2.10!should be replaced by
x12* t2t2

t Pe1du. In the surface of thestationaryhalf-plane, Eq.
~2.10! can be simplified due to the indefinite integral,
* erf(c/t)dt5t erf(c/t)2cEi(2c2/t2)/Ap,

DTC~x1,0,t!5A t

p FerfS x11D1

2At
D 2erfS x12D1

2t D G
2

x11D1

2p
EiF2

~x11D1!2

4t G
1

x12D1

2p
EiF2

~x12D1!2

4t G (2.11a)

~see also p. 264@5#!. The maximum value is at the origin and can
be expressed as

DTC~0,0,t!52A t

p
erfS D1

2At
D 2

D1

p
EiS 2

D1
2

4t D (2.11b)
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2.2.3 Steady-State Case

2.2.3.1 Surface temperature rise.In the surface, one can calculate the influence coefficients by using the following integration~p.
269 @5#!,

E
0

a

exp~6u!K0~u!du5a exp~6a!$K0~a!6K1~a!%71 (2.12)

whereK1 is the modified Bessel function of the second kind of order one. The influence coefficients can be written as

DSS~x1,0!5
1

p 5
~x11D1!exp~P1!@K0~2P1!2K1~2P1!#

1~D12x1!exp~P2!@K0~2P2!2K1~2P2!#, x1<2D1

~x11D1!exp~P1!@K0~P1!1K1~P1!#

1~D12x1!exp~P2!@K0~2P2!2K1~2P2!#, 2D1<x1<D1

~x11D1!exp~P1!@K0~P1!1K1~P1!#

2~x12D1!exp~P2!@K0~P2!1K1~P2!#, D1<x1

(2.13)

whereP65Pe1(x16D1)/2. The location of the maximum value is
found between 0 andG1 and is governed by

exp~P1!K0~P1!2exp~P2!K0~P2!50 (2.14)

The numerical solution ofx1 for Eq. ~2.14!with G151 is plotted
against the Pe´clet number in Fig. 5. The location of the maximum
temperature apparently approaches the leading side of the heat
source when the Pe´clet number increases. The maximum value
can be determined by the middle expression in Eq.~2.13!with the
numerical value ofx1 in Fig. 5. In Fig. 6, the influence coeffi-
cients withG151 are shown for different Pe´clet numbers with Eq.
~2.13! ~solid lines without symbols!. For a large Pe´clet number
and thus a largeP6 , it is convenient to use the following
asymptotic behavior of the modified Bessel functions,

Kn~u!'A p

2u
exp~2u! (2.15)

whereu is large andn is an integer. By using this approximation,
one can find the influence coefficients for large Pe1

DSS~x1,0!5
2

ApPe1
H 0, x1,2D1

Ax11D1, 2D1<x1<D1

Ax11D12Ax12D1, D1,x1
(2.16)

which is identical to the results obtained by Ling et al.@9#. At the
origin, it is obvious thatDSS(0,0)52AD1 /(Pe1p). The maximum
value is at the leading edge of the heated region and equals
2A2D1 /(Pe1p).

For thestationaryhalf-plane, the influence coefficients in Eq.
~2.13! are infinite; however, these can be expressed in relative to
the value at the origin, as

Fig. 5 Location of maximum temperature with the Pe ´clet
number

Fig. 6 SS surface temperature of the half-plane for various
Péclet numbers. Those values around curves are Pe ´clet num-
ber for Eq. „2.13….
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DSS~x1,0!2DSS~0,0!

5
1

p F lnS ux12D1ux12D1

ux11D1ux11D1D12D1 ln D1G , ~Pe150!

(2.17)

where the asymptotic behaviors of the modified Bessel functions

lim
x→0

K0~cx!52 ln c2 ln x1 ln 22g and lim
x→0

K1~cx!51/~cx!

(2.18)

are used. In addition to the solid lines without symbols, obtained
by Eq. ~2.13!, Fig. 6 shows the two limiting results evaluated by
Eqs. ~2.16! and ~2.17! with dots and triangles, respectively. In
general, the result at the origin required in Eq.~2.17! should be
infinite, which is artificially set by the value at the origin evalu-
ated from Eq.~2.13! with Pe150.005 for comparison in Fig. 6.
One can see that the result with Pe150.005 has almost the same
shape as that with Pe150, and the result with Pe1510 is very
close to that with Pe15`.

2.2.3.2 Subsurface temperature rise.Inside the half-plane,
the integration of Eq.~2.8!with Eq. ~2.5! is not analytically avail-
able. Thus the influence coefficient for themovinghalf-plane can
be expressed only in an integral form and numerically evaluated.
But for thestationaryhalf-plane, it is found that

g~x1 ,x2!5E ln Rdx15x1 ln R2x11x2 tan21~x1 /x2!,

R5Ax1
21x2

2 (2.19)

DSS~x1 ,x2!2DSS~0,x2!5@g~x12D1 ,x2!2g~x11D1 ,x2!

12g~D1 ,x2!#/p (2.20)

It is easy to verify that Eq.~2.17! is a special case of Eq.~2.20!
with x250.

2.3 Frequency Response Functions.Noticing that thex2
coordinate points inside the half-plane in Fig. 1~b!, one can obtain
the frequency response function for the half-plane from those for
the half-space by settingv250 and changingx3 into x2 . Thus,

with the new notation, the radius in the frequency domain is de-
fined asw25Av1

21 iv1Pe1. For completeness, the frequency re-
sponse function for each case is listed below,

T5 ~v1 ,x2 ,v t!

q5 ~v1 ,v t!
5

exp~2x2Aw21 iv t!

Aw21 iv t

~ Instantaneous!

(2.21a)

Fig. 7 SS surface temperature of the half-plane for different
Péclet numbers „hÄ1…

Fig. 8 Sufrace temperature with different h „half-plane … a…
Pe1Ä0.005; b… Pe1Ä1; c… Pe1Ä10
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T̃~v1 ,x2 ,t !

q̃~v1!
5

1

2w Fexp~2x2w!erfcS x2

2At
2wAt D

2exp~x2w! erfcS x2

2At
1wAt D G ~Continuous!

(2.21b)

T̃~v1 ,x2!

q̃~v1!
5

exp~2x2w!

w
~Steady state! (2.21c)

3 Effect of the Convection Boundary Condition
In previous sections, the adiabatic boundary is assumed outside

the surface-heated regionS. The effect of the convection bound-
ary condition on the temperature distribution due to surface heat-
ing is of interest, since the adiabatic boundary condition may not
be reasonable for certain applications. Using the half-space as an
example, the convective boundary condition is specified as fol-
lows ~@5# p. 19!:

T,35hT for ~x1 ,x2!¹S (3.1)

whereh is the dimensionless surface heat-transfer coefficient (h
5h̄l /K), which is assumed to be constant.

In this section, the heat sourceq is assumed to be uniform over
xiP@21,1#, i 51 or 2. From the point of view of numerical simu-
lation, complicated heat sources can be solved by the same code
as that used for the uniform one. Only the SS surface temperature
is considered since it contains the maximum temperature. Fischer
et al. @13# found an analytical solution for large Pe´clet numbers.

By introducing a general heat source,

Fig. 9 Variation of temperature at the origin with Pe ´clet num-
ber and h „half-plane …

Fig. 10 Surface temperature distribution with Pe 1Ä4 and h
Ä1 „half-space …

Fig. 11 Surface temperature in x 1 direction with x 2Ä0 and dif-
ferent h „half-space … a… Pe1Ä0; b… Pe1Ä1; c… Pe1Ä10
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q* ~x1 ,x2!5H q, ~x1 ,x2!PS

2hT, ~x1 ,x2!¹S
(3.2)

those formulations withq replaced byq* presented in Sections 1
and 2 are readily applicable to the problems here. Therefore, the
SS temperature rise can be expressed by the following integral:

T~x1 ,x2 ,x3!5E
2`

1`E
2`

1`

GSS~x12x18 ,x2

2x28 ,x3!q* ~x18 ,x28!dx18dx28 (3.3)

The integral involves the unknown temperature, becauseq* de-
pends on temperature. The grid numberN is used for discretiza-
tion. Definexj

i 5D j ( i 2 (N/2) 21), j 51 or 2 andi 51 . . . N, and
f (x1

i ,x2
j ,x3) is denoted byf i j (x3). By using the influence coeffi-

cients, one can express the temperature on each grid point as

Tnm5(
k51

N

(
j 51

N

~q* !k jDSS~x1
n2x1

k ,x2
m2x2

j ,x3! (3.4)

It should be pointed out that truncation is involved in the rewriting
of Eq. ~3.3! as Eq.~3.4!. This truncation will cause significant
error along the border of the computational domain. Equation
~3.4! can be rewritten into a linear equation of the temperature
field

Tnm1 (
(k, j )¹S

( hTk jD (n2k)(m2 j )5 (
(k, j )PS

( qk jD (n2k)(m2 j )

(3.5)

This equation is in the form ofAT5b, whereA is a matrixN2

3N2, and b and T are vectors withN2 members. This linear
equation is solved using the LU decomposition. One should use
the analytical expressions of the influence coefficients for the half-
plane and thestationaryor fastmovinghalf-space summarized in
Sections 1 and 2. If the half-space ismoving with a moderate
Péclet number, the influence coefficients can be obtained numeri-
cally from the frequency response functions. An accurate and ef-
ficient method to determine the influence coefficients can be
found in @14#, which uses the fast Fourier technique and is more
efficient than the numerical double integration of the Green’s
function.

3.1 Half-Plane Results. For the half-plane with convection
boundary conditions, the linear equation of temperature rise is
expressed as follows:

Tn1(
k¹S

hTkD (n2k)5(
kPS

qD(n2k) (3.6)

The temperature distribution along thex1 axis is shown in Fig. 7
with h51 and different Pe´clet numbers. By comparing Figs. 6
and 7, one can see that surface convection reduces temperature
values significantly with small Pe´clet number (,1). When the
half-plane is moving very slowly, the maximum value is dramati-
cally reduced. Figs. 8~a!–8~c! further show the surface tempera-
ture distributions for three specific Pe´clet numbers~0.005, 1, and
10!, respectively. In each plot of Fig. 8, results are shown for six
different values ofh ~0, 0.2, 0.5, 0.8, 1, and 2!. For small Pe´clet
numbers@Figs. 8~a!and 8~b!#the whole temperature distribution
is substantially reduced by convection. Figure 8~c! shows that
when the half-plane is moving from left to right with a large
Péclet number, the effect of convection various based on location.
The convection has little effect on the temperature at points in the
left-hand side of the plot or inside the surface-heating region, but
significantly reduces the temperature at all other points. Figure 9
shows the temperature at the origin as a function of the Pe´clet
number andh. One can conclude that for Pe1.3 convection
slightly reduces the temperature at the origin, but for small Pe´clet
numbers, convection has a significant effect on the temperature.

3.2 Half-Space Results. Since the linear equation of Eq.
~3.5! hasN2 unknowns,N is limited by computer memory. The
following results are obtained withN564. Figure 10 illustrates
the three-dimensional temperature distribution with Pe154 and
h51, which is typical for the moving half-space. Figures 11~a!–
11~c! and 12~a!–12~c! show cross sections in thex1 directions
(x250) and in thex2 directions (x150), respectively, with dif-

Fig. 12 Surface temperature in x 2 direction with x 1Ä0 and dif-
ferent h „half-space … a… Pe1Ä0; b… Pe1Ä1; c… Pe1Ä10
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ferent values ofh under three Pe´clet numbers~0, 1, and 10!. The
effect of convection on surface temperature in the half-space is
similar to that in the half-plane. For small Pe´clet numbers the
entire computation region is significantly affected by the convec-
tion. For large Pe´clet numbers, the convection hardly affects the
temperature rise of points located atx1,1 and;x2 , but signifi-
cantly affects other points located atx1.1. The temperature rise
at the origin is obtained for different values ofh and shown in Fig.
13 as a function of the Pe´clet number. It is found that the tem-
perature at the origin is substantially reduced with increasingh
when the Pe´clet number is less than three.

Conclusion
The Green’s functions, influence coefficients, and frequency re-

sponse functions for temperature rise due to surface heating are
investigated and summarized. These formulations, which deal
with time dependency and component motion, are applicable to
half-space and half-plane problems with or without surface con-
vection outside the surface-heated region. The time required to
reach approximately steady state is found for moving/stationary
half-spaces or stationary half-planes subject to a unit heat flux. It
is revealed that a half-plane needs less time than a half-space to
achieve a steady state with a reference point located one unit away
from the origin. Results also show that with a Pe´clet number less
than three, the convection reduces surface temperature every-
where, while with larger Pe´clet numbers, the convection signifi-
cantly reduced the temperature only on the leading side of the
surface-heating region.

Nomenclature

Ei(x) 5 exponential integral
erf(x) 5 error function, (2/Ap) *0

x exp(2t 2)dt
erfc(x) 5 complementary error function,

(2/Ap) *x
` exp(2t 2)dt

h̄; h 5 surface heat-transfer coefficient,
J/(m2 K s); h5h̄l /K

i 5 pure imaginary,A21
K 5 conductivity, J/~m K s! or W/~m K!

K0(x) 5 modified Bessel function of the second kind of
order zero

K1(x) 5 modified Bessel function of the second kind of
order one

l 5 characteristic length, m
Pej 5 Péclet number,V̄j l /k

q̄; q 5 heat source, W/m2 ~half-space!and W/m~half-
plane!;q5q̄/q0

R 5 R5Ax1
21x2

21x3
2 ~half-space!andR5Ax1

21x2
2

~half-plane!.
S 5 surface-heating region

T̄; T 5 temperature rise, K;T5T̄K/( lq0)
t̄ ; t 5 time, s;t5k t̄ / l 2

V̄j 5 velocity in thexj direction, m/s
x̄ j ; xj 5 coordinate, m;xj5 x̄ j / l

g 5 Euler’s constant
k 5 thermal diffusivity, m2/s

v1 , v2 5 frequency domain counterparts ofx1 , x2 , re-
spectively

v t 5 counterpart of time in the frequency domain
, j 5 subscript, partial derivative with respect toxj

coordinate
˜ 5 Fourier Transform, e.g., with respect tox1 ,

*2`
` f (x1)e2 iv1x1dx1
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Effects of Periodic Structures on
the Coherence Properties of
Blackbody Radiation
Radiative properties have been studied for one-dimensional dielectric multilayer struc-
tures subjected to blackbody radiation sources. The total hemispherical transmittances
are calculated for periodic structures and structures with random variation in layer thick-
ness, using wave-optics and ray-tracing methods. Simulation results show that for peri-
odic structures, the transmittance calculated using wave optics approaches a nonzero
constant value with an increasing number of layers, while the transmittance obtained
using the ray-tracing method asymptotically approaches zero. For random structures, the
transmittance given by wave optics drops to zero at different rates depending on the order
of random variations in layer thickness. It is found that the wave interference effect
always plays a role when dealing with multilayer structures. The results are explained
based on extended and localized waves.@DOI: 10.1115/1.1795241#

Keywords: Radiative Properties, Wave Optics, Ray Tracing, Multilayer, Disordered Me-
dia, Localization

1 Introduction
The coherence theory of light deals with the correlation of elec-

tromagnetic fields at two space/time points. To measure the cor-
relation, the coherence length of waves was introduced and has
been used extensively as a scale for observation of interference
phenomena@1#. The coherence length is often employed as an
indication of whether the transport falls into the wave regime or
the particle regime. In the particle regime, the ray-tracing method
~i.e., energy method!can be used and the intensity of the electro-
magnetic fields is directly superposed. On the other hand, in the
wave regime, it is the fields that need to be superposed, where the
phase and amplitude of the electromagnetic waves are obtained by
solving Maxwell’s equations. Optical coherence theory has been
employed to analyze radiative properties of single-layer and
multilayer thin films with a small number of layers~up to three
layers! @2–5#. These studies found that, in general, the wave-
method results approach the ray-tracing results when the films are
much thicker than the coherence length of the radiation field,
which for blackbody radiation is of the order of the wavelength
given by Wien’s displacement law@6–10#. Based on these studies,
it is generally assumed that ray-tracing methods can be applied to
study the optical properties of single and multilayer thin dielectric
films when the layer thickness is larger than the coherence length
of the radiation field.

The above conclusion, however, has not been tested for struc-
tures with a larger number of layers. In recent years, studies on the
phonon transport, which shares many similarities to photon trans-
port in periodic structures, suggest that this may not be the case. It
was observed that the phonon transmissivities in superlattices cal-
culated from the wave-optics method and from the ray-tracing
method do not approach each other, but the cause of this phenom-
enon was not elaborated@11#. The similarity between phonon and
photon transport leads us to believe that similar behavior will
occur for the thermal radiative properties of multilayer structures
and prompts us to reexamine the coherence of blackbody radiation
in multilayer structures. In the present work, we study the total
hemispherical transmittance of alternating multilayer thin film

structures, using both the wave method and the ray-tracing
method, for periodic structures and structures with random thick-
ness variations. The simulation results show that for perfectly pe-
riodic structures, wave optics yields a transmittance that soon ap-
proaches a nonzero plateau for a large number of layers. The
ray-tracing result asymptotically approaches zero as the inverse of
the number of layers. The transmittance given by wave optics
drops to zero at different rates depending on the order of random
variations of thickness added to the perfectly periodic structures.
These behaviors are observed for both thin and thick layers,
as compared to the coherence length of the blackbody radiation.
These results imply that for one-dimensional multilayer thin film
structures with perfectly aligned interfaces, there may not be an
incoherence regime in which the ray-tracing method can be
applied.

The phenomenon, although surprising from the coherence-
length point of view, may be explained by localization theory,
which addresses the problem of wave propagation in disordered
media. The localization theory was proposed by Anderson in his
classic paper to study the quantum transport of electrons in crystal
lattices@12#. He found that the absence of diffusion~i.e., localiza-
tion! occurs with the introduction of randomness to the lattice
potential. Researchers soon discovered that almost all classic
wave equations have localized solutions when solved for a ran-
dom medium@13,14#. The localization of electromagnetic wave
has been experimentally observed@15#. A proper scaling theory
for the exponential decay of the localized modes has also been
developed@16#. It was found that all the states in one-~1D! or
two-dimensional~2D! systems can be localized in the presence of
infinitesimal disorder, while in three-dimensional~3D! systems,
the picture is not very clear because some modes may not be
localized even with a high degree of disorder@17–19#.

Although our current study is mainly focused on fundamental
understanding, the 1D multilayer structures may find potential ap-
plications in thermophotovoltaic devices for radiation spectral
control @20#. Compared to 2D or 3D photonic crystal structures
@21,22#, the geometries of 1D structures are much simpler and are
more easily fabricated. Better understanding of radiation transport
in multilayer structures is also critical in rapid thermal processing
@5#.
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2 Physical Models and Formulation
A model structure is shown in Fig. 1. It consists of multiple

layers of thin films. In the current model, two nonabsorbing ma-
terials with refractive indices of 4 and 2, respectively, are consid-
ered. These refractive indices are chosen arbitrarily, although they
are close to those of some common materials. Absorption is not
included because the focus is on the fundamental behavior of
electromagnetic~EM! waves in periodic structures. Absorption
can create artificial damping of waves that masks the phenomenon
to be addressed in this paper. A pair of layers forms the ‘‘unit cell’’
of the multilayer structure. The multilayer structure is in vacuum,
and blackbody radiation is incident on one side of it. The spectral
distribution is of the form~Planck distribution!,

I b,l~l,T!5
2hc0

2

l5@exp~hc0 /lkbT!21#
(1)

whereh and kb are the Plank and Boltzmann constants, respec-
tively, l is the wavelength in vacuum,T is the absolute tempera-
ture of the blackbody,c0 is the speed of light in vacuum, and
subscriptb denotes blackbody radiation. In the present work, only
temporal coherence of the blackbody radiation is considered. The
coherence length of a blackbody radiation field is given by@10#

l c50.15
hc

kbT
(2a)

and in vacuum, it can be rewritten as

l cT52167.8 mm•K (2b)

wherec is the speed of light and the other symbols have the same
definitions as in Eq.~1!. The expression in Eq.~2b! is very similar
to Wien’s displacement law@19#

lmaxT52897.8 mm•K (3)

where lmax is the wavelength corresponding to the peak black-
body radiation at a given temperatureT. In this sense, in a homo-
geneous medium, the coherence length relates to the effective
wavelength of the blackbody radiation. According to Eq.~2a!, the
coherence lengths at 1000 K inn52 andn54 are 1.08mm and
0.54mm, respectively. For simplicity, the smaller value is taken as
the coherence lengthl c in the following text.

In our models, the multilayer structures are assumed to be one-
dimensional. Surface roughness and nonparallelism are not con-
sidered. The disorder is introduced by varying the film thicknesses
~i.e., adding a uniform random distribution to the nominal layer
thickness!. Wave optics and ray-tracing methods were used to
predict the overall transmittance of the structures. We further ig-
nore the spatial coherence properties of the blackbody radiation
source. At each angle of incidence, the incoming blackbody radia-
tion is approximated by a plane wave.

2.1 Wave Optics. The transfer matrix method is used to cal-
culate the transmittance and reflectance for the multilayer struc-
ture @1#. These are standard methods for thin film structures and
will not be explained in detail here. The transmittance of a
multilayer structure containing m layers can be calculated from

Tm512Rm512U~m111m12pm11!p02~m211m22pm11!

~m111m12pm11!p01~m211m22pm11!
U2

(4)

where 0 andm11 denote the materials adjacent to the first layer
and the last layer, respectively, andmi j is the element of the 2
32 overall transfer matrixM of the multilayer structure, which is
the product of the transfer matrix of individual layers,

M5)
j 51

m

M j5Fm11 m12

m21 m22
G (5)

where

M j5F cosw j 2
i

pj
sinw j

2 ip j sinw j cosw j

G (6)

The elements inM j are given by

w j5
vnjdj cosu j

c0
(7a)

pj ,TM5Am j

« j
cosu j (7b)

pj ,TE5A« j

m j
cosu j (7c)

where j denotes thej th layer, counting from the side of incident
radiation,v is the frequency of the incident EM waves,n is the
refractive index of the corresponding layer,d represents the layer
thickness,u is the angle that the propagation direction of the wave
makes with the normal to the layer interface, and« andm are the
electric permittivity and magnetic permeability of the correspond-
ing layer, respectively. The acronymsTM andTE represent trans-
verse magnetic polarization and transverse electric polarization,
respectively. It is assumed here thatm5m0 ~permeability in
vacuum!for all the layers, which is true for most materials in the
infrared wavelength range.

2.2 Ray Tracing. Ray tracing is extensively employed in
designing optical instruments, analyzing radiation heat exchange
through windows, etc. When the wavelength is far less than the
feature size of the medium, Maxwell’s equations reduce to the
eikonal equation, which is the basis of geometric optics@1#, or the
ray-tracing method. The ray-tracing method tracks the trajectories
of light rays and applies the laws of reflection and refraction
successively. This method determines the paths of light rays based
on simple geometric rules and excludes any possible interference
effects.

For multilayer structures, the following recursive formulas have
been developed for calculating the reflectance and transmittance
of multilayer films @23#.

Rm5Rm211
rm,m11Tm21

2

12rm,m11Rm21
(8a)

Tm512Rm (8b)

where the results are for a structure withm layers,rm,m11 is the
reflectivity (TE or TM) at the interface between layerm and
outside medium (m11), which can be calculated from,

rm,m11(TM)5S nm cosum112nm11 cosum

nm cosum111nm11 cosum
D 2

(9a)

Fig. 1 Schematic of the multilayer structure. The ‘‘unit cell’’
consists of two nonabsorbing materials which have refractive
indices of 4 and 2, respectively. The thickness of individual
layer is d .
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rm,m11(TE)5S nm cosum2nm11 cosum11

nm cosum1nm11 cosum11
D 2

(9b)

2.3 Total hemispherical transmittance. The transmittance
given in the above is the spectral directional value. Blackbody
irradiance is isotropic, but each monochromatic component at a
specific incident angle can be viewed as a plane wave. Integration
over all angles and wavelengths is needed to calculate the total
hemispherical transmittance of the multilayer structure. The spec-
tral hemispherical transmittance forTE or TM waves is obtained
by integrating over the hemisphere:

Tl,p5

E
w50

2p E
u50

p/2

T~l,u!I b,l cosu sinududw

E
w50

2p E
u50

p/2

I b,l cosu sinududw

52E
u50

p/2

T~l,u!cosu sinudu (10)

where p denotes the polarization statusTE or TM, T(l,u) is
given by Eq.~4! or ~8b! depending on wave or ray tracing ap-
proach, andI b,l is the Plank distribution given by Eq.~1!. The
polarized total hemispherical transmittance can be calculated
based on the spectral hemispherical transmittance in Eq.~10! as
follows:

Tp5

pE
0

`

Tl,p•I b,ldl

sT4 (11)

where s55.6731028 W/m2
•K4 is the Stefan-Boltzmann con-

stant. Blackbody radiation is unpolarized. The electric field has no
definite orientation and can be resolved into equalTE and TM
components. Then the unpolarized total hemispherical transmit-
tance is the average ofTTE andTTM :

T5~TTE1TTM!/2 (12a)

Similarly, the unpolarized spectral hemispherical transmittance is
given by

Tl5~Tl,TE1Tl,TM!/2 (12b)

2.4 Scaling of localization. Localization is a result of wave
interference. Destructive interference of reflected and scattered
waves effectively cancels the waves~in the case of an external
incident wave!or confines the wave in a finite region~in the case
of a source inside the medium!. The localization length is often
used as a measure of the attenuation of waves in random media.
The definition of the localization length in one-dimensional sys-
tems is given by@24,25#,

l 52
2L

^ ln T&
(13)

where L is the total thickness of the medium and^ ln T& is the
ensemble average of the logarithmic transmittance. Equation~13!
is a simple scaling rule that depicts the exponential decay behav-
ior of localized waves. In our model, the individual layers have
the same base thickness, we express the localization length in
terms of the number of layers. The localization length is deter-
mined by the randomness of the system as well as the frequency
of the incoming waves. For a given frequency, the intensity of
localized waves decays exponentially along the propagation direc-
tion, where the decay rate depends on the disorder of the medium.
As an example, we calculated the spectral directional transmit-
tance for normal incident waves. With random variation in the
layer thickness being on the order of 4l c , the localization lengths

for 1 mm and 2.898mm waves are 5 layers and 10 layers, respec-
tively. The latter wavelength is corresponding to the maximum
intensity given by Eq.~3!.

Rigorously, this definition is only valid whenL is infinitely
long. However, in computer simulations or experiments, only sys-
tems with finite dimensions can be dealt with. The localization
length is thus being used as a comparison scale. Forl ,L, the
waves will almost decay to zero at the boundary. In this sense, the
system is effectively infinite to the waves with localizations
lengths less thanL and these waves exhibit exponential decay. For
waves with a localization lengthl larger than the system lengthL,
the transmittance may not obey exponential decay@24#.

3 Results and Discussion
Numerical methods were used to calculate transmittance, inte-

grated over both wavelength and angle. For a temperature of 1000
K, 99% of blackbody radiation emissive power is concentrated
between 0.1mm and 30mm, which were selected as the integra-
tion upper and lower limits, respectively. The evaluation of trans-
mittance based on ray tracing is straightforward. However, in the
case of wave optics, due to interference effects the corresponding
transmittance value is very sensitive to frequency change. It ex-
hibits highly oscillatory behavior and needs special treatment for
numerical integration. There exist some standard methods for in-
tegrating highly oscillatory triangular functions@26#, but in gen-
eral there is no preferred method for an irregularly oscillatory
integrand, such as Eq.~4!. We found that Simpson’s method@27#,
with twice as many grid points, is generally more effective than
other more advanced integration techniques, such as the Gaussian-
quadrature family which is ideal for smooth functions, consider-
ing both computational time and accuracy. For integration over
the incident angle, fewer grid points were used because the
transmittance-angle function is smooth. Typically 40 grid points
can yield satisfactory accuracy.

3.1 Periodic structures. In the present paper, periodic
structures are defined as systems consisting of layers with identi-
cal thickness. As shown in Fig. 1, the multilayer structure is
formed by alternating nonabsorbing layers of the same thickness
but different indices of refraction. For a system containing an even
number of layers, the ‘‘unit cell’’ consists of two layers that have
refractive indices of 4 and 2, sequentially. For a system containing
an odd number of layers, the first layer has a refractive index of 4
and the rest of the system can be viewed as constructed with a unit
cell that still consists of double layers, but with switched positions
~i.e., 2 and 4!, sequentially. The results for the odd and the even
number of layers differ slightly, but the trends are similar in all
cases. For convenience, we will only present results for systems
containing an even number of layers, while all the conclusions
also hold true for odd-layer systems.

If the individual layer thickness is less than the coherence
length, interference effects are expected. Figure 2 shows the trans-
mittance value with respect to the number of total layers for layer
thickness smaller than the coherence length. The transmittance
curves vary according to the layer thickness, which suggests
strong wave interference in the systems. The result obtained using
the ray-tracing method is also plotted in the same figure for com-
parison. As expected, the ray-tracing result does not agree with
those obtained using wave optics because interference exists.

Detailed analysis for the thickness dependence of transmittance
is shown in Fig. 3 for structures with few numbers of layers. It
reveals that for thick layers, the ray-tracing approach is a good
approximation for up to three layers; a result also shown in pre-
vious research@2–5#. For a large number of layers, however, even
when the layer thickness exceeds the coherence length, wave op-
tics still does not give the same predictions as the ray-tracing
method, as shown in Fig. 4. The transmittances calculated using
the wave-optics method for different thicknesses overlap and ap-
proach a nonzero value, while those calculated using the ray-
tracing method asymptotically approach zero. This implies that

788 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



interference effects still need to be considered in periodic struc-
tures even if every single layer is thicker than the blackbody co-
herence length. The ray-tracing method fails to accurately predict
the transmittance because it neglects phase information. It is in-
teresting to note that varying the nominal layer thickness does not
affect the simulation results at a given temperature; the number of
layers is the only determinant variable when the layer thickness
exceeds the coherence length of the blackbody radiation.

A frequency analysis can provide more insight into the prob-
lem. Figure 5(a) shows the frequency dependence of the direc-
tional transmittance at normal incidence and Fig. 5(b), the unpo-
larized spectral hemispherical transmittance for a 100-layer
periodic structure. The thickness of the individual layers is 8mm,
larger than the coherence length. Figure 5(a) clearly shows the
stop-band behavior. In the transmission bands, the transmittance
approaches one, indicating that the waves are extended throughout
the whole structure. In the stop band, the transmittance is zero due
to the destructive interference effect. This is analogous to the band
structure of electrons and phonons in periodic structures, which

can also be obtained by applying Bloch periodic boundary condi-
tions to Maxwell’s equations@19#. Figure 5(b) is simply an aver-
age of the band structure along different directions. This shows
that waves in periodic structures are either extended through the
whole structure~in the pass bands!or are completely destroyed
due to destructive interference~in the stop bands!. The average of
the extended waves leads to the finite transmittance in Fig. 4. The
fact that the transmittance does not change above 10–20 layers
suggests that these are the numbers of layers needed to form the
nearly complete destructive and constructive interference required
for the formation of the stop and pass bands. As the layer thick-
ness increases, the pass bands and stop bands become narrower
but more bands form. The average of the spectral transmittance
gives the same results, which are the thickness- and layer-
independent transmittances shown in Fig. 4.

In comparison, the ray-tracing method leads to a transmittance,
which continuously decays as the number of layers increases. Fig-

Fig. 2 The total hemispherical transmittance of three periodic
structures as a function of the number of total layers. The indi-
vidual layer thicknesses of the structures are 5 nm, 10 nm and
50 nm, respectively, which are much less than the coherence
length. The thickness dependence of the transmittance is due
to interference effects.

Fig. 3 The thickness dependence of the total hemispherical transmittance for up to three layers. The refrac-
tive index of each layer is given in the illustration. In the thick film region, the transmittance values of all three
structures approach constants, which are close to the values predicted by ray tracing method.

Fig. 4 The total hemispherical transmittance of three periodic
structures as a function of the number of total layers. The indi-
vidual layer thicknesses of the structures are 3 mm, 8 mm and
30 mm, respectively, which are larger than the coherence
length. The transmittances calculated using the wave optics
method for different thicknesses overlap and approach a non-
zero value, while that calculated using the ray tracing method
asymptotically approaches zero.
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ure 4 shows that for ray tracing, the transmittance decreases in-
versely with the number of layers. This is because under the ray-
tracing picture, each layer adds an additional reflection to the
radiation transmitted through previous layers.

Although the above results indicate that the coherence length is
not a proper criterion for justifying the ray-tracing method for
multilayer structures, the fact that the transmittance is independent
of the individual layer thickness as the layers become thicker than
the coherence length still suggests its usefulness. If the layer
thickness is smaller than the coherence length, the average values
of radiative properties over the spectrum width of the incoming
radiation depend on the layer thickness, as is seen from Fig. 3. In
the other limit, the average properties are independent of the in-
dividual layer thickness, as is clear from Fig. 4. However, due to
the persistence of the wave effects~i.e., the formation of pass and
stop bands for periodic structures!, the characteristics of the elec-
tromagnetic waves in the structure are very different from those
required by the ray-tracing method, and the two methods never
agree with each other. The existence of wave effects in large sys-

tems is not surprising in solids. Extended electron waves in crys-
tals lead to different materials: metals, insulators, and semicon-
ductors.

3.2 Structures with randomness. The above discussions
are focused on perfectly periodic structures. Real physical struc-
tures may have thickness variation, interface roughness, and non-
parallel interfaces. The question is then whether these disorders
can lead to the agreement between the wave and the ray-tracing
results. As a first step to investigate the effects of disorder, the
variation of individual layer thickness is considered as the only
form of disorder in the present structures. The variation is intro-
duced by adding a random distribution onto the layer thickness,

dj5d̄1d•s (14)

wheredj is the thickness of thej th layer,d̄ is the base thickness
of the layers,d represents a uniform distribution on@0, 1#, ands
is the order of randomness, which is in length units.

Figure 6(a) shows the dependence of the transmittance on the
randomness for structures with individual layer thickness larger
than l c , where l c is the coherence length. We did calculations
based on three different base thickness, 5mm, 8 mm and 10mm,
respectively. It was found that the transmittance does not depend
on the base thickness if the thickness is larger than the coherence
length. Also shown in Fig. 6(a) is the result obtained using the
ray-tracing method. The transmittances are the ensemble average
values over large sets of random numbers. Figure 6(b) shows
both the nonaveraged results and the ensemble average results.
Every point in the ensemble average curves represents the result
of averaging over 100 configurations. As shown in the figure, the
ensemble averaging smoothes the transmittance curve. In general,
the fluctuations are not significant even without averaging, espe-
cially in the presence of higher randomness where the localization
effects dominate. For all the cases shown in the figure, the thick-
ness of every layer is larger than the blackbody coherence length
at 1000 K. For small numbers of layers, the transmittance is
nearly independent of the randomness and overlap with ray-
tracing results. However, for structures with more layers, the two
methods do not lead to the same results for either periodic or
random structures. According to the figure, larger randomness
leads to more rapid decay. The transmittance exhibits exponential
decay in the regime of higher randomness and large number of
layers, which is more rapid than the inverseN ~number of layers!
decay predicted by the ray-tracing method. Figure 6(c) is plotted
in semi-log scale to show the exponential decay. In the presence
of slight or moderate randomness, the transmittance decays at
slower rate. It is interesting to notice in the figure that with certain
randomness (s50.6lc) the wave-optics result follows a similar
decay trend as the ray-tracing result. We believe that this is just a
coincidence, and the two results will eventually diverge as the
number of layers increases. More information can be provided
through frequency analysis because the decay of intensity is an
integral effect of all wavelengths in the blackbody spectrum.

Figure 7 presents the wavelength dependence of transmittance
for a 100-layer random structure, of which the base thickness is 8
mm. The figure clearly shows that the transmittance in the 0.5–10
mm range falls virtually to zero~i.e., waves are localized! when
the magnitude of randomness is on the order of the coherence
length. The localization of EM waves is frequency dependent as
shown in Fig. 7. The simulation results demonstrate that higher
frequency waves are more prone to be localized, which agrees
with the previous findings@17#. In contrast, long wavelength com-
ponents are more difficult to be localized because they are not
capable of resolving small amounts of randomness. Consequently,
the low-randomness cases shown in Fig. 7 tend to overlap with the
periodic case in the long wavelength regime. With slight or mod-
erate randomness, a non-negligible fraction of energy is not local-
ized such that the overall transmittance decays at a slower rate
than exponential. As a very special case, with moderate random-

Fig. 5 „a… The spectral directional transmittance of a 100-layer
periodic structure for normal incident waves. The thickness of
individual layers is 8 mm. Stop band and pass band are shown
in the figure, „b… The spectral hemispherical transmittance for
the same structure.
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ness (s50.6lc), the ray-tracing method could give similar results
as the wave-optics method, as shown in Fig. 6(a). As the ran-

domness increases, the lower-frequency components are localized.
When the randomness is larger than the coherence length, most
energy is localized and the average transmittance follows expo-
nential decay.

It should be pointed out that zero transmittance in the stop band
is not caused by absorption because the materials are nonabsorb-
ing. The exponential decay shown in the figures is caused by the
localization of the EM waves in the disordered multilayer struc-
tures, which does not incur any energy dissipation in the media.
The localization is due to the destructive interference of EM wave
packets, which leads to the eventual vanishing of the waves inside
the medium and total reflection of the incident waves. The concept
of localization differs from the conventional image that the wave
propagation in random structures is a series of independent scat-
tering events where the phase is destroyed everywhere in the me-
dium @28#. More detailed analysis regarding field distributions in
disordered systems can be found in@29,30#.

4 Conclusions
The total hemispherical transmittance of multilayer structures

for blackbody incident radiation is numerically studied in both
periodic and random one-dimensional systems, using both the
wave-optics method and the ray-tracing method. It is found that
the two methods usually lead to different results even when the
individual layer thickness is much larger than the coherence
length of the blackbody radiation source. This result, although
surprising from the coherence-length point of view, can be well
explained by localization theory. This study suggests that for
multilayer structures with large number of layers, for most cases
ray tracing is invalid and wave effects need to be taken into ac-
count. It should be pointed out that the present work does not
consider disorder introduced by surface roughness, internal scat-
tering, or nonparallel interfaces, which are essentially three-
dimensional systems. Some modes may not be localized in such
three-dimensional disordered systems where the diffusion process
may dominate instead of localization.
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Fig. 6 „a… The total hemispherical transmittance as a function
of the number of layers, where s is the order of randomness
and l c is the localization length. The base thickness of indi-
vidual layers is larger than the coherence length. „b… The aver-
aged and non-averaged transmittance. „c… The y axis is Log„ T….
In the presence of high order of randomness „sÄ4 l c… and
large number of layers, the transmittance decays exponentially.

Fig. 7 The spectral hemispherical transmittances of different
random systems, where s is the order of randomness and l c is
the localization length. High frequency „short wavelength …

components are localized relatively more easily.

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 791

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature

I 5 intensity of light @W/(m2
•sr•mm)#

L 5 thickness of the medium~mm!
M 5 characteristic matrix
R 5 reflectance
T 5 temperature~K!; transmittance

c0 5 speed of light in vacuum~m/s!
d 5 layer thickness~mm!
h 5 Plank constant (J•s)

kb 5 Boltzmann constant~J/K!
l 5 localization length~mm!

l c 5 coherence length~mm!
mi j 5 element of the characteristic matrix

n 5 refractive index
p 5 parameter in the characteristic matrix

Greek Symbols

d 5 order of randomness~mm!
« 5 electric permittivity~F/m!
u 5 angle of incidence, refraction or reflection~rad!
l 5 wavelength~mm!
m 5 magnetic permeability~H/m!
r 5 reflectivity
s 5 random distribution
w 5 parameter in the characteristic matrix
v 5 frequency~rad/s!

Subscripts

b 5 blackbody radiation
c 5 coherence
i 5 in the i th layer

i , j 5 at the mediumi side of thei 2 j interface
j 5 in the j th layer

m 5 system withm layers
m11 5 the environment adjacent to themth layer

m,m11 5 from layerm to layerm11 at interfacem
max 5 maximum

p 5 polarized
TE 5 transverse electric polarized
TM 5 transverse magnetic polarized

l 5 at given wavelength
0 5 the environment adjacent to the first layer
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Mie Scattering Theory for Phonon
Transport in Particulate Media
Scattering theory for the scattering of phonons by particulate scatterers is developed in
this paper. Recently the author introduced the generalized equation of phonon radiative
transport (GEPRT) in particulate media, which included a phase function to account for
the anisotropic scattering of phonons by particulate scatterer. Solution of the GEPRT
showed that scattering cross section is different from the thermal transport cross-section.
In this paper formulations for the scattering and transport cross section for horizontally
shear (SH) wave phonon or transverse wave phonon without mode conversion is devel-
oped. The development of the theory of scattering and the transport cross section is
exactly analogous to the Mie scattering theory for photon transport in particulate media.
Results show that transport cross section is very different from the scattering cross sec-
tion. The theory of phonon scattering developed in this paper will be useful for the
predictive modeling of thermal conductivity of practical systems, such as nanocomposites,
nano-micro-particle-laden systems, etc.@DOI: 10.1115/1.1795243#

Introduction
Recently the author modified the equation of phonon radiative

transport~EPRT! @1# by including a phase function in the EPRT
and called it the generalized equation of phonon radiative trans-
port ~GEPRT! @2,3#. GEPRT is given as

m
]I v

]x
5Ku~ I v

0 2I v!2KpI v1
Kp

4p E
4p

F~V i2V!I v~V i !dV i

(1)

wherem is the direction cosine,I the intensity,I 0 the equilibrium
intensity,v the frequency,Ku andKp are the scattering coefficient
for Umklapp~or an inelastic scattering process! and particle scat-
tering respectively~elastic process!, andF the phase function for
the scattered wave from solid angleV i to V. v in the subscript
indicates thatI is a function ofv. Ku and Kp are given byKp
51/l p , Ku51/lu where l p and l u are the mfp due particle and
Umklapp scattering respectively. Phase function was introduced
for phonons to take care of the anisotropic nature of scattering of
phonons by particles, which is analogous to the scattering of pho-
tons by particles.

GEPRT does not include the normal phonon scattering terms~N
process!. There are various reasons for not includingN process
into GEPRT, which was not mentioned in earlier publications
@2,3#. TheN process conserves momentum and, therefore, does
not pose any resistance to heat flow@1#. If only theN process were
to exist, a solid will have infinite thermal conductivity. Therefore,
typically it is neglected@1#. Although posing no direct resistance
by themselves,N processes do play a role in resistance to heat
flow. Since the frequency of the incident phonon is changed in
inelastic scattering,N processes are responsible for distributing
the phonon energy over different frequencies. Because other scat-
tering process are frequency dependent, they feel the effect of
phonons scattered byN processes. Therefore theN process indi-
rectly affects the resistance to heat flow. AlthoughN processes
have been shown to influence thermal conductivity@4#, neglecting
N processes may not be totally inaccurate in some temperature
ranges@1#. At very low temperatures, boundary scattering is domi-
nant. As the temperature increases, the scattering due to the par-
ticles in the medium becomes important. Further increase in tem-

perature makes Umklapp scattering more dominant, andN
processes are negligible. It is in the intermediate range between
the boundary scattering and the Umklapp scattering whereN pro-
cesses play a role@5#. Inclusion of theN process in the GEPRT is
possible in the form of an effective relaxation time following the
work of Callaway @4#. However, considering the dominance of
other scattering processes, theN process has been ignored in the
GEPRT, but we emphasize that it is possible to include it in
GEPRT. It is to be noted that Majumdar@1# also ignored theN
process due to the reasons cited above in this EPRT.

It is to be noted that GEPRT is valid for a particulate media
only if the energy transport inside the particles fall in the wave
regime@2,3#, i.e. the mfp of phonon is much larger than the char-
acteristic dimension of the particle. Phase function is derived
solely based on matching the boundary conditions at the particle
and medium interface assuming wave behavior. The implicit as-
sumption inside the particle is that energy transport can still be
treated like waves. If the particle diameter is much larger than the
energy carrier mfp!, then GEPRT is not valid for the particulate
media as a whole. In that situation GEPRT has to be applied
separately in the particle and the medium, and the boundary con-
ditions have to be matched at the particle and medium interface.
Note that as long as the waves are coherent within the particle~i.e.
particle size is much larger than the phonon mfp, GEPRT is valid
and the phase function approach is valid irrespective of the con-
dition at the interface~i.e., whether the scattering of the phonons
is specular or diffuse!. If the particle is large but smaller than the
mfp so that wave transport is coherent in the particle, then it is
possible that interface between the particle and the medium might
be rough, leading to diffuse scattering of phonons rather than
specular scattering. The degree of specular versus diffuse scatter-
ing will dependent on the ratio of the roughness at the interface
and the wavelength of the phonons. Since the dominant wave-
length of the phonon is inversely proportional to temperature@1#,
specular scattering is expected to be dominant at low temperatures
as the wavelength of the phonons might be larger than the inter-
face roughness. At higher temperature if the wave transport is still
coherent in the particle, then the scattering might be diffuse if the
dominant wavelength becomes comparable to or smaller than the
interface roughness. However, as the temperature increases the
Umklapp scattering dominates the phonon transport@1# and,
therefore, even though the scattering may be diffuse it might not
be important as compared to the Umklapp scattering. In the dif-
fuse situation, one will have to derive the phase function for the
diffuse scattering of phonons, however, in this paper phase func-
tion will be derived for the specular scattering of phonons by
particles.
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So far the emphasis of the microscale heat transfer community
has been on understanding the size effects on the thermal conduc-
tivity of a pure material due to reduced dimensions, such as that in
a thin film or thin-film superlattice@1,6,7#. For a pure material
with atomistic impurity, isotropic assumption has worked quite
well and the mfp of phonons is extracted by applying the kinetic
theory@1#. To understand the size effects on thermal conductivity
the bulk, mfp is fed into the EPRT assuming isotropic scattering
@1#. Strictly speaking, this type of modeling is not predictive, as
the author@2,3#has shown that mfp can be size dependent. Due to
the advent of nanotechnology, now it is possible to mix nanopar-
ticles in a bulk medium, such as nano- and microporous silicon
@8#, nanofluids@9#, and nanowires in a matrix@10# for various
applications. Scattering by particles can be highly anisotropic de-
pending on the acoustic and elastic properties of the host medium
and the particles@2,3#. Considering that scattering by particles is
highly anisotropic and the need to develop predictive modeling
capability @11# for better design of materials, it is important to
compute the phase function and the scattering and transport cross
section for phonons by particles. This paper develops the theory of
phonon scattering by particles. The development of the scattering
theory for phonons given in this paper is exactly analogous to the
Mie scattering theory of photons by particles@12,13#and, hence,
the title of the paper is ‘‘Mie Scattering Theory for Phonon Trans-
port in Particulate Media.’’ Note that Mie scattering only deals
with specular reflection of waves. As it was pointed out earlier,
depending on the roughness of the particle surface, it is possible
that the scattering of phonons might be totally diffuse or partially
diffuse and partially specular. For photons, phase function for the
diffuse reflection is available in the literature@14# for a completely
absorbing particle. This formulation cannot be applied to phonons
because for phonons, the particles are lossless. Therefore, for the
diffuse scattering of phonons in the coherent regime, the phase
function will have to be derived from first principles, however,
this paper only deals with derivation of phase function for specu-
lar scattering of phonons by spherical particles.

Although the scattering of elastic waves has been thoroughly
covered in the literature@15,16#, it is discussed in detail in this
paper because the intermediate steps, which have been omitted in
most of the literature@15–17#, are very important for deriving the
phase function. Another difference between the derivation in ear-
lier literature and derivation presented in this paper is that we use
the wave zone analysis@17# for the far field scattered wave, which
is analogous to the analysis for photons. By employing the wave
zone analysis, it is easy to derive the form of the scattering and the
phase functions. Furthermore, the wave zone analysis is compared
with the detailed analysis to show that they lead to the same
result. The wave zone analysis simplifies the analysis of longitu-
dinal and SV phonon scattering quite a bit, as they are more
complex due to mode conversion. Wave zone analysis has been
used to derive the phase function of the longitudinal andSV pho-
non scattering@18,19#by the author. In the wave zone analysis,
the scattered field is derived from the asymptotic relation for the
scattered wave@17#. The scattering of elastic waves in the litera-
ture has only dealt with calculation of the scattering cross section,
whereas in this paper we calculate the thermal transport cross
section, phonon phase function, and also the scattering cross sec-
tion. We also show the connection between the transport cross
section derived on the basis of geometric acoustics and the de-
tailed calculations based on the Mie scattering theory developed
in this paper and resolve some known contradictions. Finally, this
paper provides the link between the phonon thermal transport
based on GEPRT and the wave transport at the interface between
the particle and the medium, which has not been done forphonon
transport, but is well established forphotontransport.

The paper is divided into five sections. Section 1 introduces
some of the basic definitions and concepts. Section 2 deals with
acoustic wave propagation in an elastic medium. Mie scattering
theory for phonon scattering is developed in Sec. 3. The unknown

coefficient in the scattered wave is calculated in Sec. 4. Section 5
cover calculations for elastic, rigid, and cavity scatterers.

1 Basic Definitions and Limitations
Before the full development of the theory is given, the limita-

tions imposed on the development of the theory in this paper are
stated below:

1. Only independent scattering is considered. The net effect is
that intensities scattered by the various particles must be
added.

2. Effect of multiple scattering will be neglected.
3. Theory will be developed for spherical particles although

some of the physics and equations are equally valid for par-
ticles of any shape.

As electromagnetic~EM! waves are the wave counterpart of
photons, elastic waves are the wave counterpart of phonons in a
solid medium. Just like an EM wave, the scattered elastic wave at
any point in the distant field has the character of a spherical wave
@13#, i.e., a plane wave after scattering by particle converts into a
spherical wave in the distant field. This phenomenon has been
schematically illustrated in Fig. 1. LetI i be the intensity of the
incident elastic wave,I s the intensity of the scattered wave in a
point at a large distancer from the particle as shown in Fig. 1, and
k1 the wave number in the elastic medium 1. SinceI must be
proportional toI s @13# andr 22 ~due to the spherical wave nature!,
we may write@13#

I s

I i
5

F~u,f!

k1
2r 2 (2)

whereF(u,f) is dimensionless function of the directionu andf
but not ofr. Note that the theory has been developed in the spheri-
cal polar coordinate whereu is the polar angle andf is the azi-
muthal angle.F is also called scattering function. Let the total
energy scattered in all directions be equal to the energy of the
incident wave falling on the areaCsca8 , whereCsca8 is the scatter-

Fig. 1 Scattering a plane elastic wave by spherical scatterer
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ing cross section of the scatterer.Csca8 can be calculated by inte-
grating Eq.~2! over the surface area of an imaginary sphere of
radiusr as shown in Fig. 1. This leads to

Csca8 5E
0

pE
0

2p F~u,f!

k1
2r 2 r 2 sinududf

5E
0

pE
0

2p F~u,f!

k1
2 sinududf (3)

The phase function in Eq.~1! is related toF by @2,3#

F~u,f!5
4p

k1
2

F~u,f!

Csca8
54p

F~u,f!

E
0

pE
0

2p

F~u,f!sinududf

(4)

To solve GEPRT an asymmetry factor^F& was defined by the
author@2,3#. ^F& is given by

^F&5

E
0

pE
0

2p F~u,f!

k1
2 cosu sinududf

Csca8

5

E
0

pE
0

2p

F~u,f!cosu sinududf

E
0

pE
0

2p

F~u,f!sinududf

(5)

The author showed@2,3# that the thermal transport cross section
(CTsca8 ) is related toCsca8 by the following equation:

CTsca8 5Csca8 ~12g! (6)

whereg5^F& in the diffusive or acoustically thick regime, andg
is different for the acoustically thin regime. Although the theory
developed in this paper is general,CTsca8 will only be derived for
the diffusive regime. The implication of difference betweenCTsca8
and Csca8 is that the true mfp~l! is different from the isotropic
scattering mfp (l iso) and is given by@3#

l

l iso
5

1

12g
(7)

Two more quantities are defined below that will be computed in
this paper

C5
Csca8

pa2 (8)

where C is the scattering efficiency anda is the radius of the
spherical scatterer and

CT5
CTsca8

pa2 (9)

whereCT is the transport efficiency of the scatterer. Note that the
host medium is denoted as 1 and the scattering medium is denoted
as 2 as shown in Fig. 1.

2 Wave Propagation in an Elastic Medium
The elastic wave equation for an isotropic lossless media is

given as@15#

~l1m!¹¹.UW 1m¹2UW 5r
]2UW

]t2 (10)

wherel andm are the two Lame´ constants,r is the density, andUW

is the displacement. Considering a simple harmonic wave,UW is

UW 5uW eivt (11)

wherev is the frequency,t the time, andi denotes the imaginary
number. Substitution ofUW in Eq. ~10! gives

1

kL
2 ¹¹.uW 1

1

kT
2 ~¹2uW 2¹¹.uW !1uW 50 (12)

where

kL5vS l12m

r D 21/2

(13)

kT5vS m

r D 21/2

(14)

wherekL andkT are the wave numbers for longitudinal and trans-
verse waves, respectively, in the elastic medium. Equations~13!
and ~14! give

vL5S l12m

r D 1/2

(15)

and

vT5S m

r D 1/2

(16)

wherevL and vT are the wave speed for longitudinal and trans-
verse waves, respectively, in the elastic medium. Figure 2 shows
the difference between the longitudinal and the transverse waves.
In the longitudinal wave, the displacement and the wave propaga-
tion direction are same. Longitudinal waves are also calledP
waves. In the transverse wave the displacement and the wave
propagation direction are at an angle of 90°. There are two types
of transverse wave. One is called the horizontally polarized shear
~SH or T1) wave, and the other one is called vertically polarized
(SV or T2) wave. Figure 2~a!shows the propagation and scatter-
ing of SH wave with a plane medium. Plane medium has been
chosen just to schematically explain the propagation and scatter-
ing of these 3 different waves. Figure 2~a! shows that aSH wave
is propagating in thex-y plane. The displacement vector~not
shown!of the elastic medium is inz direction~i.e., perpendicular
to the plane of incidence!. For the SV wave the displacement
vector is perpendicular to the direction of incidence, but is in the
plane of incidence as shown in Fig. 2~b!. Figure 2~c!shows that
for longitudinal wave, the displacement vector is in the same di-
rection as the direction of wave propagation. The solution of the
time-independent wave equation@Eq. ~12!# can be obtained by
writing

uW 5uW L1uW T (17)

whereuW L is the displacement due to the longitudinal wave anduW T
is the displacement due to transverse wave.uW L anduW T satisfy the
following condition @16#:

¹3uW L50 (18)

¹.uW T50 (19)

By using Eqs.~12! and ~17!–~19!, it can be shown that@16#

~¹21kL
2!¹.uW L50 (20)

~¹21kL
2!uW T50 (21)

In this paper the theory is developed only for theSH wave
scattering, but the theoretical framework is equally applicable to
the scattering ofSV wave or longitudinal wave. The reason for
only consideringSHwave scattering is that it does not go through
mode conversion at the interface as shown in Fig. 2~a!, where as
both SV and longitudinal waves give rise to mode conversion at
the interface as shown in Figs. 2~b! and 2~c!. Mode conversion
gives rise to four new waves a the interface where, without mode
conversion, there are only two new waves at the interface. This
leads to a big simplification in computing the scattering cross
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section. The scattering of longitudinal andSV phonon scattering
will be published somewhere else@18,19#. Although the no-mode
conversion case is much more simplified than the mode conver-
sion case, it is still very tedious and cumbersome. Equation~21! is
the vector wave equation. It will be converted into a scalar wave
equation to obtain the solution. Following the methodology for
EM wave theoryuW T can be written as@12#

uW T5¹3~HW cSH! (22)

whereHW is an arbitrary constant vector andcSH is as scalar func-
tion. Note the subscriptSH indicates that this solution ofuW T gives
rise toSH waves.

It is to be remembered that EM waves are transverse waves,
and therefore, the methodology and physics of the scattering of
transverse elastic waves is the same as EM waves with a few
differences that will be pointed out in the paper. Using the vector
identities@12#

Fig. 2 Definition and scattering of various waves a… SH wave or T1 wave b… SV or T2 wave and c… Longitudinal
or P wave
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¹3~AW 3BW !5A~¹.BW !2BW ~¹.AW !1~BW .¹!AW 2~AW .¹!BW (23)

¹AW .BW 5AW 3~¹3BW !1BW 3~¹3AW !1~BW .¹!AW 1~AW .¹!BW (24)

and Eq.~22!, Eq.~21! can be reduced to

~¹21kT
2!uW T5¹3@HW .~¹2cSH1kT

2cSH!# (25)

Therefore,uW T satisfies the vector wave Eq.~25! only if cSH is the
solution of the scalar wave equation, i.e.,

~¹21kT
2!cSH50 (26)

This is the scalar wave equation. Another solution to the vector
transverse wave equation can be obtained by writing

uW SV5
¹3¹3~HW cSV!

k
(27)

This solution ofuW T gives rise to anSV wave. It is important to
point out that Eq.~27! is a little different for the EM wave. Equa-
tions ~22! and~27! show that there is no coupling between theSH
andSVwaves becausecSV andcSH are different, whereas for EM
waves,cSV5cSH @12#. As mentioned, earlierSHwaves do not go
through mode conversion at the interface between two mediums
andSV waves go through mode conversion at the interface~Fig.
2!; whereas for EM waves, bothSH and SV modes do not go
through mode conversion at the interface@12#. Since the method-
ology given in this paper is the same as that for EM waves, one
might be tempted to think that one can directly use the EM wave
equations and replace the various terms in the EM wave equations
with their elastic wave counterparts. However, this is not true for
the following reasons: 1! For EM waves,cSV5cSH , whereas this
is not the case for elastic waves. This leads to cross coupling
between theSVandSHwave terms in the calculation of transport
cross section for EM wave scattering@12#, whereas for elastic
waves this is not the case asSVandSHwaves are not coupled. 2!
For EM waves, the refractive index is same as the ratio of the
speed of EM waves between two mediums@12#, whereas this is
not the case for elastic waves. Due to this, the unknown term in
the scattered wave has a different form, for the elastic wave, than
the EM wave, which will be shown later. SubscriptT will is
dropped from the wave vector, and it will be simply written ask.
Since scattering by sphere is being considered in this paper,HW can
be chosen as the radius vector@12# rW. Therefore, Eqs.~22! and
~27! can be written as

uW SH5¹3~rWcSH! (28)

uW SV5
1

k
¹3¹3~rWcSV! (29)

The discussions in this section so far provide a good description
of the physics of elastic waves of all three polarizations, but the
scattering problem has been only solved for theSH wave, as it is
the simplest of all the three polarizations. However, the theoretical
framework developed in this paper can be easily extended to
tackle the scattering of other polarizations. Because onlySHwave
scattering is being considered,cSH will be simply written asc.
Using Eq.~28! and by applying elementary vector algebra it can
be shown that

uW 5
1

r sinu
]f~rc!û2

1

r
]u~rc!f̂ (30)

i.e.,

ur50 (31a)

uu5
1

r sinu
]f~rc! (31b)

uf52
1

r
]u~rc! (31c)

The stress components are related to the displacement and are
given as@16#

s rr 5l¹.uW 12m] rur50 (32a)

s ru5mS ] ruu2
uu

r
1

1

r
]uur D5mS ] ruu2

uu

r D (32b)

s rf5mS ] ruf2
uf

r
1

1

r sinu
]uur D5mS ] ruf2

uf

r D (32c)

wheres denotes the stress.

3 Development of Theory Scattering of Phonons by
Particles

To solve the scattering problem in the spherical polar coordi-
nates, the incident and transmitted plane waves need to be ex-
panded in vector spherical harmonics@12,13#.
Taking the expressions from EM wave-scattering theory@13#, the
incident i can be written as

c i5sinf(
n51

`

~2 i !nS 2n11

n~n11! D pn
1~cosu! j n~k1r ! (33)

where j n is the spherical Bessel function of first kind@20# andpn
1

is the associated Legendre function of order 1@20#. The transmit-
ted t wave can be written as

c t5sinf(
n51

`

~2 i !nbnS 2n11

n~n11! D pn
1~cosu! j n~k2r ! (34)

where the coefficientbn will be determined by applying the ap-
propriate boundary conditions at the interface of medium 1 and 2.
Since the scattered~s! wave has to have the spherical wave form
as mentioned earlier~Fig. 1!, it can be written as

cs5sinf(
n51

`

~2 i !nanS 2n11

n~n11! D pn
1~cosu!hn

2~k1r ! (35)

where the coefficientan will be determined applying the proper
boundary conditions andhn

2 is the spherical Henkel function@20#
of second kind. The reason for choosinghn

2 is that @13#

hn
2~x!5

i n11

x
e2 ix for x→` (36)

If x5kr, then Eq.~36! combined with the factoreivt represents
an outgoing spherical wave as is required for the scattered wave.
Note thatan andbn in Eqs.~34! and~35! can be complex.hn

2(x)
is given by@20#

hn
2~x!5 j n~x!2 ihn~x! (37)

where hn is the spherical Bessel function of second kind. Two
other functions are defined below:

zn~x!5x jn~x! (38)

«n~x!5xhn
2~x! (39)

Using these functions and Eqs.~33!–~35! can be written as

rc i5
sinf

k1
(
n51

`

~2 i !nS 2n11

n~n11! D pn
1~cosu!zn~k1r ! (40)

rcs5
sinf

k1
(
n51

`

~2 i !nanS 2n11

n~n11! D Pn
1~cosu!«n~k1r ! (41)
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rc t5
sinf

k1
(
n51

`

~2 i !nbnS 2n11

n~n11! D pn
1~cosu!zn~k2r ! (42)

Two other functions are defined

pn~cosu!5
1

sinu
pn

1~cosu! (43)

tn~cosu!5
d

du
pn

1~cosu! (44)

Using Eqs.~31!, ~41!, ~43!, and~44!, displacement for the scat-
tered wave can be written as

uu5
cosf

rk1
(
n51

`

an~2 i !nS 2n11

n~n11! Dpn«n~k1r ! (45a)

uf52
sinf

rk1
(
n51

`

an~2 i !nS 2n11

n~n11! D tn«n~k1r ! (45b)

and the complex conjugate ofuu anduf are given as

ūu5
cosf

rk1
(
n51

`

ān~ i !nS 2n11

n~n11! Dpn«̄n~k1r ! (46a)

ūf52
sinf

rk1
(
n51

`

ān~ i !nS 2n11

n~n11! D tn«̄n~k1r ! (46b)

Similarly using Eqs.~32! and ~45!, the stress components for the
scattered wave can be written as

s ru5m1 cosf(
n51

`

an~2 i !nS 2n11

n~n11! DpnS «n8

r
2

2«n

r 2k1
D

(47a)

where

«n85
d«n~k1r !

d~k1r !

s̄ ru5m1 cosf(
n51

`

ān~ i !nS 2n11

n~n11! DpnS «̄n8

r
2

2«̄n

r 2k1
D (47b)

s rf5m1 sinf(
n51

`

an~2 i !nS 2n11

n~n11! D tnS 2«n

r 2k1
2

«n8

r D
(48a)

s̄ rf5m1 sinf(
n51

`

ān~ i !nS 2n11

n~n11! D tnS 2«̄n

r 2k1
2

«̄n8

r D (48b)

Intensity I for elastic wave is given by@12#

I 5
iv

2 F ~s rr ūr1s ruūu1s rfūf!2~ s̄ rr ur1s̄ ruuu1s̄ rfuf!

5
iv

2
@~s ruūu1r rfūf!2~ s̄ ruuu1s̄ rfuf!# (49)

Since bothu and s involve summations, the multiplication ofu
ands cannot have the same indexn. Indexn is used fors andm
for u, which gives

s ruūu5
m1 cos2 f

rk1
(
n51

`

(
m51

`

anām~2 i !n~ i !m

3
2n11

n~n11!

2m11

m~m11!
pnpmS «n8

r
2

2«n

r 2k1
D «̄m (50a)

For s̄ ruuu , indexm is used fors andn for u as this leads to the
cancellation couple of terms in Eq.~49!. This gives

s̄ ruuu5
m1 cos2 f

rk1
(
n51

`

(
m51

`

anām~2 i !n~ i !m

3
2n11

n~n11!

2m11

m~m11!
pnpmS «̄m8

r
2

2«̄m

r 2k1
D «n (50b)

Therefore,

s ruūu2s̄ ruuu5
m1 cos2 f

rk1
(
n51

`

(
m51

`

anām~2 i !n~ i !m

3
2n11

n~n11!

2m11

m~m11!
papmF S «n8

r
2

2«n

r 2k1
D «̄m

2S «̄m8

r
2

2«̄m

r 2k1
D «nG (51a)

Similarly,

s rfūf2s̄ rfuu5
m1 sin2 f

rk1
(
n51

`

(
m51

`

anām~2 i !n~ i !m

3
2n11

n~n11!

2m11

m~m11!

3tntmF S «n8

r
2

2«n

r 2k1
D «̄m2S «̄m8

r
2

2«̄m

r 2k1
D «nG

(51b)

Therefore,

~s ruūu2s̄ ruuu!1~s rfūf2s̄ rfuf!

5
m1

r 2k1
(
n51

`

(
m51

`
2n11

n~n11!

2m11

m~m11!
anām~2 i !n~ i !m@«n8«̄m

2 «̄m8 «n#@tntm sin2 f1pnpm cos2 f# (52)

Intensity of the incident waveI i is given as@13#

I i5
r1v3

2k1
(53)

Therefore, using Eqs.~49! and ~52!–~53!

I s

I i
5

i

r 2k1
2 (

n51

`

(
m51

`

An,m@tntm sin2 f1pnpm cos2 f# (54)

where

An,m5
2n11

n~n11!

2m11

m~m11!
anām~2 i !n~ i !m@«n8«̄m2 «̄m8 «n#

(55)

Equations~2! and ~54! give

F~u,f!5 i(
n51

`

(
m51

`

An,m@tntm sin2 f1pnpm cos2 f# (56)

Using Eq.~3!, the scattering cross section is given by

Csca8 5
i

k1
2 E

0

pE
0

2p

(
n51

`

(
m51

`

An,m@tntm sin2 f

1papm cos2 f#sinududf (57)

where

E
0

2p

cos2 fdf5E
0

2p

sin2 fdf5p (58)

i.e.,
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Csca8 5
p i

k1
2 E

0

2pE
0

2p

(
n51

`

(
m51

`

An,m@tntm1pnpm#sinudu

(59)

and @12#

E
0

p

~pnpm1tntm!sinudu5dnm

2n2~n11!2

2n11
(60)

wherednm is the Kroncker delta function.
Therefore,

Csca8 5
2p i

k1
2 (

n51

`

~2n11!anān@«n8«̄n2 «̄n8«n# (61)

or using the definition ofC from Eq. ~8!

C5
2i

a2k1
2 (

n51

`

~2n11!anān@«n8«̄n2 «̄n8«n#

5
2i

x1
2 (

n51

`

~2n11!anān@«n8«̄n2 «̄n8«n# (62)

Using Eqs.~39!, it can be shown that

«n~x!5zn~x!1 ixn~x! (63)

where

xn~x!52xhn~x! (64)

which gives

@«n8«̄n2 «̄n8«n#52i @znxn82xnzn8# (65)

Using the identity@20#

j n~x!nn8~x!2 j n8~x!nn~x!5
1

x2 (66)

and definition ofzn @Eq. ~38!# andxn @Eq. ~64!#

zn~x!xn8~x!2zn8~x!xn~x!521 (67)

Therefore, Eq.~65! becomes

@«n8«̄n2 «̄n8«n#522i (68)

Substituting Eq.~68! in Eq. ~67! gives

C5
4

x1
2 (

n51

`

~2n11!anān (69)

wherex15k1a. It is to be noted that expression ofC for phonons
has the same form as that for photons@12#. In the following para-
graphs,C will be reduced to Eq.~69! using an alternate method,
which will be also used to deriveCT .

Noting that@13#

«n~x!5 i n11e2 ix for x→` (70)

where

x5kr

and using Eq.~A-2!

«n85
n«n212~n11!«n11

2n11
5 i ne2 ikr (71)

Combining Eqs.~70! and ~71! gives

@«n8«̄n2 «̄n8«n#522i (72)

This is the same as Eq.~68!. Using Eqs.~70! and ~71!, it can be
shown that

«n8«̄m2 «̄m8 «n5@22i #~ i !n~2 i !m (73)

Substituting Eq.~73! in Eq. ~56!

F~u,f!52(
n51

`

(
m51

`
2n11

n~n11!

2m11

m~m11!
anām@tntm sin2 f

1pnpm cos2 f# (74)

F(u,f) in radiative transport is normally expressed asF(u)
@12,13#. This analysis is also called the wave zone analysis@17#.
Following the same representation for phonon transport,F(u) is
given as

F~u!5
1

2p E
0

2p

F~u,f!df (75)

or

F~u!5(
n51

`

(
m51

`
2n11

n~n11!

2m11

m~m11!
anām@tntm1pnpm#

(76)

Using Eq.~76! and ~4!, F~u! is

F~u!5

(
n51

`

(
m51

`
2n11

n~n11!

2m11

m~m11!
anām@tntm1pnpm#

(
n51

`

~2n11!anān

(77)

It can be shown using Eq.~5! that ^F& can be written as

^F&5
1

2 E0

p

F~u!cosu sinudu (78)

To evaluate ^F& in Eq. ~78!, the integral *0
p(tntm

1pnpm)sinu cosudu needs to be evaluated. This integral is@12#

E
0

`

~tntm1pnpm!sinu cosudu5
2n2~n11!~n12!3

~2n11!~2n13!

for m5n11 (79a)

E
0

p

~tntm1pnpm!sinu cosudu5
2n~n11!2~n21!2

~2n21!~2n11!

for m5n21 (79b)

E
0

p

~tntm1pnpm!sinu cosudu50 for mÞn61 (79c)

Substituting Eq.~79! in Eq. ~78!, ^F& is given as

^F&5

2(
n51

` S n~n12!

n11 DRe~anān11!

(
n51

`

~2n11!anān

(80)

Note that Eq.~80! is a little different for EM waves@12# due to
cross coupling betweenSV and SH waves as mentioned earlier.
Therefore,CT in the diffusive regime is given as

CT5C~12g!5C~12^F&! (81)

In this section, the expression forC and CT was derived. The
expression foran is derived in Sec. 4.

4 Calculation of an

At the interface the displacement and the stress are continuous.
Using Eq.~45! and the application of displacement continuity

uu
i 1uu

s5uu
t (82)

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 799

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gives

zn~x1!

x1
1an

«n~x1!

x1
5bn

zn~x2!

x2
(83)

Similarly using Eq.~47! and the application of stress continuity,

s ru
i 1s ru

s 5s ru
t (84)

gives

m1S zn8~x1!

a
2

2zn~x1!

ax1
D 1anm1S «n8~x1!

a
2

2«n~x1!

ax1
D

5bnm2S zn8~x2!

a
2

2zn~x2!

ax1
D (85)

where

f 8~x!5S d f~x!

dx D
r 5a

x15k1a andx25k2a wherea is the radius of the scatterer.
Solving Eqs.~83! and ~85! provides

an52
m2zn~x1!@x2zn8~x2!22zn~x2!#2m1zn~x2!@x1zn8~x1!22zn~x1!#

m2«n~x1!@x2zn8~x2!22zn~x2!#2m1zn~x2!@x1«n8~x1!22«n~x1!#
(86)

For EM waves Eq.~86! is a little different due to the fact that the refractive index is the same as the ratio of speed of EM waves in the
medium and the particle, as mentioned earlier. Noting that

zn8~x!5 j n~x!1x jn8~x! (87a)

«n8~x!5hn~x!1xhn8~x! (87b)

an from Eq. ~86! can be written as

an52
m2 j n~x1!@x2 j n8~x2!2 j n~x2!#2m1 j n~x2!@x1 j n8~x1!2 j n~x1!#

m2hn~x1!@x2 j n8~x2!2 j n~x2!#2m1 j n~x2!@x1hn8~x1!2hn~x1!#
(88)

The denominator of Eq.~88! can be written as

m2 j n~x1!@x2 j n8~x2!2 j n~x2!#2m1 j n~x2!@x1 j n8~x1!2 j n~x1!#

2 i @m2hn~x1!@x2 j n8~x2!2 j n~x2!#

2m1 j n~x2!@x1hn8~x1!2hn~x1!## (89)

Using Eqs.~A-2! and ~A-3! and Eq.~88!, an can be written as

an5
2cn

cn2 idn
(90)

where

cn5 j n21~x2!F ~n21!H m2

m1
j n11~x1!1

m22m1

m1
j n21~x1!J

1~n12! j n11~x1!G2 j n11~x2!F ~n12!H m2

m1
j n21~x1!

1
m22m1

m1
j n11~x1!J 1~n21! j n21~x1!G (91a)

dn5 j n21~x2!F ~n21!H m2

m1
hn11~x1!1

m22m1

m1
hn21~x1!J

1~n12!hn11~x1!G2 j n11~x2!F ~n12!H m2

m1
hn21~x1!

1
m22m1

m1
hn11~x1!J 1~n21!hn21~x1!G (91b)

It is to be noted that every term in Eq.~91! is known in terms of
x1 asx25v1 /v2x1 wherev1 andv2 are the speed ofSH wave in
medium 1 and 2, respectively. Equation~90! gives

anān5
cn

2

cn
21dn

2 (92)

which will be used to calculateC and

Re~anan11!5
cncn11@cncn111dndn11#

~cn
21dn

2!~cn11
2 1dn11

2 !
(93)

which will be used to calculatêF& and CT from Eqs.~80! and
~81!.

Two special cases of a spherical cavity and a rigid body are
treated separately to calculatean . For a rigid body scatterer, the
displacement at the boundary is zero which by using Eq.~83!
leads to

cn5 j n~x1! (94a)

and

dn5hn~x1! (94b)

For a cavity the stress at the boundary vanishes, which by using
Eq. ~85!, leads to

cn5~n21! j n21~x1!2~n12! j n11~x1! (95a)

and

dn5~n21!hn21~x1!2~n12!hn11~x1! (95b)

5 Results
C, CT , andg have been calculated for rigid, cavity, and elastic

scatterers for different values ofx1 . Figures 3 and 4 show the
calculations ofC andCT for rigid and cavity scatterers. Figures 3
and 4 show thatC approaches 2 andCT approaches 1 for large
values ofx1 wherex15k1a for both rigid and cavity scatterers.
Large values ofx1 means that the scattering falls in the geometri-
cal scattering regime. In the geometrical scattering regime calcu-
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lation of C by geometrical acoustic leads toC51, i.e., scattering
cross section, is the same as the geometric cross section (pa2)
where calculation based on the theory developed in this paper
shows thatC approaches 2. This is totally consistent with the
scattering of EM waves, whereC52 based on the Mie theory is
called scattering paradox@12#. The reason forC52 based on Mie
scattering theory is that Mie scattering theory also takes care of
the diffraction of waves, where geometrical scattering calculations
only include the reflection and refraction of waves. However,
Figs. 3 and 4 show that for cavity and rigid scatterers,CT ap-
proaches 1 in the geometrical scattering regime, i.e., the thermal
transport cross section is same as the geometrical cross section.
Note that for the cavity and rigid scatterers, bothC andCT do not
depend on the speed of sound and the density of the medium as
seen from Eqs.~94! and ~95!. The number of terms used to cal-
culate the summation in Eqs.~69! and ~80! was two times the
largest value ofx1 used in the calculation. For the calculation ofC
andCT for the cavity, it was not possible to perform the calcula-
tions beyondx1512 because the summation became unstable due
to the convergence problem. A lot of care needs to be taken in the
evaluation of Eqs.~69! and~80! because it involves summation of
spherical Bessel function of first and second kind. Bohren and
Huffman @12# have provided a good discussion on the calculation
of the scattering coefficient of EM waves, which also involves the

summation of spherical Bessel function of first and second kind.
After various trials, it was found out that number of terms needed
for stable evaluation of summations in Eqs.~69! and~80! was two
times the value ofx1 . If the number of terms were less than two
times the value ofx1 , then bothC andCT continuously dropped
with increasing value ofx1 , and if it was higher than 2 timesx1 ,
then, depending on the ratio speed of sound between the medium
and the particle and the acoustic mismatch between the medium
and the particle, the summation ran into convergence problems.
For x1,1, the number of terms was always kept at 4.

Figures 5–8 show the calculations ofC andCT for elastic scat-
terers for different values ofv where v5v2 /v1 and z where z
5r2v2 /r1v1 ~z is also called the acoustic mismatch!. m1 andm2
needed in Eq.~91! are calculated using Eq.~16!. Figures 5–8
show that asx1 becomes very largeC approaches the value of 2,
whereasCT is approaching a value smaller than 1. Figures 5–8
show that even forx1 as large as 20 bothC and CT show an
oscillatory trend, i.e., scattering is still not strictly in the geometri-
cal scattering regime. This type of oscillatory behavior ofC and
CT is also consistent with the scattering of EM waves@12#. Fig-
ures 3–8 show that transport cross section can be very different
from the scattering cross section, depending on the acoustic mis-

Fig. 3 Scattering and transport efficiency of a rigid scatterer

Fig. 4 Scattering and transport efficiency of a cavity

Fig. 5 Scattering and transport efficiency of an elastic scatter
with vÄ0.5 and zÄ0.5

Fig. 6 Scattering and transport efficiency of an elastic scatter
with vÄ0.5 and zÄ2
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match between the medium and the scatterer. Figures 9–13 show
the calculations ofg or ^F&. Figure 9 shows thatg approaches the
value of 0.5 for rigid and cavity scatterer for large values ofx1 ,
whereas for elastic scatterers~Figs. 10–13!considered in this pa-
per,g can be sometimes negative.

The author, in an earlier paper@3#, presented a closed-form
analytical solution for the calculation ofg for SH waves in the
geometrical scattering regime based on the phenomenon of mul-
tiple reflection and refraction of waves by a large sphere, as
shown in Fig. 14.g calculated by this method is calledG in this
paper.G is given by@3#

G5E
0

1 2R2~12cos 2t8!1~12R!cos~2t22t8!

122R cos 2t81R2 d~cos2 t!

(96)

R~t!5
4z sintA12@v cost#2

@sint1zA12@v cost#2#2
(97)

The anglest andt8 are related to each other by Snell’s law as

cost85v cost (98)

The transport scattering efficiency based on geometric scattering
theory is given as

CTG5CG~12G! (99)

where CG and CTG are the scattering and transport efficiency,
respectively, based on geometric scattering theory. The transport
cross section from the Mie scattering theory developed in this
paper and the geometrical scattering theory from the previous pa-
per @3# has to be equal. Therefore,

CTG5CT (100)

i.e.,

CG~12G!5C~12g! (101)

CG51 based on geometrical scattering theory andC52 as men-
tioned earlier from Mie scattering theory. Therefore, Eq.~101!
gives in the geometric scattering regime,

g5
1

2
1

G

2
(102)

Fig. 7 Scattering and transport efficiency of an elastic scatter
with vÄ0.75 and zÄ0.5

Fig. 8 Scattering and transport efficiency of an elastic scatter
with vÄ0.75 and zÄ2

Fig. 9 Asymmetry factor g for rigid and cavity scatterer

Fig. 10 Asymmetry factor g for an elastic scatterer „vÄ0.5,z
Ä0.5…
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Figures 9–13 show the value ofg calculated by Eq.~102!. For the
rigid body and cavity,R in Eq. ~96! is 1, i.e.,G50. Therefore,
g50.5 from Eq.~102!, and Fig. 9 shows that the rigorous theory
developed in this paper matches this result for large values ofx1 .
Figures 10–13 show thatg approaches the value ofg calculated
by Eq.~102! for different elastic scatterer considered in this paper.

Conclusions
This paper developed the rigorous Mie scattering theory for the

scattering ofSH wave phonons, i.e., no-mode conversion case by
spherical scatterer. Most of the physics and methodology given in
this paper can be extended to the scattering ofSVand longitudinal
phonon, i.e., for the mode conversion case. Calculations based on
the theory developed in this paper show that the thermal transport
cross section can be very different from the scattering cross sec-
tion.

Nomenclature

UW 5 displacement vector
uW 5 amplitude of displacement vector

Csca8 5 scattering cross section~m2!
CTsca8 5 transport cross section~m2!

AW 5 vector
BW 5 vector
HW 5 vector in Eq.~22!
a 5 radius of the scatterer~m!

an 5 scattering coefficient
bn 5 transmission coefficient
c 5 defined in Eq.~92!
C 5 scattering efficiency

CG 5 scattering cross section using geometric scattering
theory ~m2!

CT 5 transport efficiency
CTG 5 transport cross section using geometric scattering

theory ~m2!
d 5 defined in Eq.~92!
F 5 scattering function
G 5 asymmetry factor in diffusive regime calculate by

using geometric
g 5 asymmetry factor in diffusive regime
h 5 spherical Hankel function of second kind
I 5 phonon or photon Intensity~Wm22 sr21 s!

Fig. 11 Asymmetry factor g for an elastic scatterer „vÄ0.5,z
Ä2…

Fig. 12 Asymmetry factor g for an elastic scatterer „v
Ä0.75,zÄ0.5…

Fig. 13 Asymmetry factor g for an elastic scatterer „v
Ä0.75,zÄ2…

Fig. 14 Schematic of the multiple reflection and refraction of
acoustic waves by a large sphere
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j 5 spherical Bessel function of first kind
k 5 wave vector~m21!

Kp 5 scattering coefficient due to particle scattering~m21!
Ku 5 scattering coefficient due to Umklapp scattering

~m21!
l 5 mean free path~m!

mfp 5 mean free path
r 5 radius~m!
R 5 reflectivity of acoustic waves
? 5 scattering theory
v 5 speed of elastic wave~m s21!
x 5 size parameter~ka!
z 5 function in Eq.~38!

Greek

l 5 Lame’s constant
h 5 spherical Bessel function of second kind

^F& 5 asymmetry factor
X 5 function in Eq.~64!
F 5 phase function
V 5 solid angle~sr!
« 5 function in Eq.~39!
f 5 azimuthal angle
m 5 direction cosine
m 5 Lame’s constant
p 5 function in Eq.~44!
u 5 polar angle
r 5 density~kg m23!
s 5 stress
t 5 angle of incidence and function in Eq.~44!

t8 5 angle of reflection
v 5 angular frequency~s21!
c 5 scalar function in Eq.~22!

Subscript

1 5 medium 1~host medium!
2 5 medium 2~scatterer!
i 5 incident wave

iso 5 isotropic
L 5 longitudinal
m 5 index
n 5 index
s 5 scattered wave

SH 5 horizontally polarized transverse wave
SV 5 vertically polarized transverse wave

t 5 transmitted wave
T 5 Transverse

Appendix

f n21~x!1 f n1!~x!5
2n11

x
f n~x! (A-1)

n fn21~x!2~n11! f n11~x!5~2n11! f n8~x! (A-2)

n11

x
f n~x!1 f n8~x!5 f n21~x! (A-3)

n

x
f n~x!2 f n8~x!5 f n11~x! (A-4)

where f n(x) can be hn(x), jn(x), hn(x), zn(x), xn(x), and
«n(x).
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An Integral Equation for the
Dual-Lag Model of Heat Transfer
An integral relation is obtained between local temperature and local temperature gradient
for the dual-lag model of heat transport, which substitutes classical Fourier law at short
time scales. Both the heat flux lag and the temperature gradient lag are considered,
however, it is shown that only difference between the two affects temperature profile.
Being applied at exposed surface of material, the integral equation predicts surface tem-
perature variation for any form of imposed heat flux. The solution is tested considering
solid heating by a picosecond laser impulse. Results are compared with the classical
solution of the parabolic heat transfer equation and available experimental data.
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Introduction

Heat transport at small scales receives increasing attention due
to application in modern electronics@1#, @2#, and@3#. Many com-
monly used devices, such as personal computers or cellular
phones, operate already on nanosecond time scale, and the spatial
scales for the energy transport are of the order of a single atom.

It has become established that the heat transport equation is
different from the classical one at such time scales@4#. In particu-
lar, one has to modify the Fourier law, which relates heat flux and
the temperature gradient. According to Fourier law, heat flux ad-
justs immediately to the imposed temperature gradient, i.e., there
is no relaxation time for the heat flux. At those scales where the
Fourier hypothesis fails, one has to take into account the lag be-
tween the heat flux and the temperature gradient. In the most
consistent way, such model for micro-scale heat transport has
been proposed by Tzou@5#, who introduced the two lags, namely
the heat flux time lag and the temperature gradient time lag. Such
a model represents a new type of constitutive relation between the
heat flux and the temperature gradient, which supercedes the Fou-
rier law at small scales. Being combined with the energy conser-
vation law, such relationship leads to the energy transport equa-
tion, which is different from the classical parabolic one.

Numerical solution of the modified heat transport equation has
been attempted in@5#, using phase lags as small parameters and
obtaining Taylor expansion of the constitutive relationship.

The present study generalizes analysis of the one-dimensional
homogeneous energy transport equation with the dual phase lag.
The integral form of the solution is obtained for the most general
form of the constitutive relationship. It is shown that the general
formulation, which does not involve approximate Taylor series, in
fact leads to quite simple heat transfer equation and integral rela-
tionship for the solution.

Analysis is restricted to a one-dimensional semi-infinite domain
with constant material thermal properties. Note that materials be-
have as thermally thick in most microheating applications. Fur-
ther, in many typical cases~such as the one considered below! the
temperature rise is very small; therefore the constant material
properties assumption is an excellent approximation.

The energy transport equation is reduced to the form, closely
reminiscent of the classical heat transfer equation, but with the
time lag. Integral equation, which relates local values of the tem-
perature and its gradient at any point inside the domain, is

obtained. This equation is then applied for prediction of the sur-
face temperature under heating conditions, and the results are
compared with the available experimental data.

Mathematical Model and Preliminary Analysis
Consider an infinite solid,2`,x,1`. According to the

dual-phase-lag model proposed by Tzou@5#, for any 2`,x
,1`, 2`,t,1` there is a lag between the local temperature
gradient,]T/]x, and the local heat flux,q9,

q9~x,t1tq!52k•
]T

]x
~x,t1tT!;

2`,x,1`, 2`,t,1` (1)

Here tq is the phase lag of the heat flux,tT is the temperature
gradient phase lag, andk is the thermal conductivity of the mate-
rial. This is in contrast to Fourier’s law, where heat flux adjusts
immediately to the imposed temperature gradient

q9~x,t !52k•
]T

]x
~x,t !; 2`,x,1`, 2`,t,1` (2)

Constitutive relation~1! results in the new form of energy con-
servation equation, which in general form is written as

]T

]t
~x,t !52

1

rcp
•

]q9~x,t !

]x
; 2`,x,1`, 2`,t,1`

(3)

The nature of the modified equation can be established if one
expands the left and right hand sides of Eq.~1! to get

q91tq

]q9

]t
1o~tq!52kF]T

]x
1tT

]2T

]x]tG1o~tT!;

2`,x,1`, 2`,t,1` (4)

Upon substitution into the conservation law~3!, the following
heat transport equation is obtained@2#

tq

a

]2T

]t2
1

1

a

]T

]t
5

]2T

]x2
1tT

]3T

]x2]t
1o~tq!1o~tT!;

2`,x,1`, 2`,t,1` (5)

for the temperature field,T(x,t), in the domain.
It is clear from Eq.~5! that the lagging behavior should be

taken into account for the processes whose characteristic time
scales are comparable totq , tT .
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Different approaches may be taken to solve the heat transport
equation with the lags numerically. Tzou@5#, for instance, consid-
ers the truncated Eq.~5! and then obtains a solution of this equa-
tion in the Laplace space. The solution thus obtained cannot be
inverted. Therefore, approximate methods, such as partial expan-
sions and the Riemann–Sum approximation, have to be applied.
Although the numerical results agree quite satisfactory with most
of the experimental results, the exact solution is believed hard—if
at all possible—to obtain.

In fact, truncation of the constitutive relation~1! is not neces-
sary. Even involving conventional finite volume methods, one can
easily solve the conservation equation~3! with the general consti-
tutive relation~1!.

Moreover, in the next section we demonstrate that a simple
integral equation can be obtained involving the constitutive rela-
tion ~1!. Therefore, the problem is considered here in the most
general form, involving the both lags and untruncated constitutive
relation.

Note that Eq.~1! can be written in equivalent form as

q9~x,t !52k•
]T

]x
~x,t2~tq2tT!!;

2`,x,1`, 2`,t,1` (6)

Substitution of~6! into the conservation equation~3! yields

]T

]t
~x,t !5a

]2T

]x2
~x,t2~tq2tT!!;

2`,x,1`, 2`,t,1` (7)

Equation~7! has the same form as the classical heat transfer
equation, but with the lagtq2tT in the diffusion term.

An immediate and important conclusion from Eq.~7! is that
solution in the dual-lag model does not depend ontq and tT
separately, but on the differencetq2tT only.

Integral Equation
Consider now the problem for semi-infinite solid

]q

]t
~x,t !5a

]2q

]x2
~x,t2Dt!; tP@Dt;`@ ;xP@0;`@ (8)

This domain is initially in thermal equilibrium. Therefore, the
initial and boundary conditions are written as

q~x,0!50,
]q

]x
~0,t2Dt!52

1

k
q9~0,t!, q~`,t !50 (9)

The condition atx50 depends on particular specified rate of
solid heating given by the fluxq9(0,t), and is a direct conse-
quence of constitutive relation~6!.

Here the excess temperature is introduced asq5T2T0 , and
Dt5tq2tT is the difference between the lags.

Differential equations with lag are readily handled by Laplace
transform.

Taking transform of Eq.~8! with respect to t, L(q(x,t))
5Q(x,s), and involving initial condition, one gets the ODE

d2Q

dx2
2

s

a
•exp~Dt•s!•Q50 (10)

with the general solution

Q~x,s!5C1~s!e2As/a exp~Dt•s!•x1C2~s!eAs/a exp~Dt•s!•x

(11)

The latter must be bounded atx→`, therefore,C2(s)[0, and
the solution is written as

Q~x,s!5C1~s!e2As/a exp~Dt•s!•x (12)

It is obvious now that the temperature and its gradient are re-
lated locally. Taking the derivative of Eq.~12!

dQ~x,s!

dx
52C1~s!•As

a
exp~Dt•s!•e2As/a exp~Dt•s!•x

(13)

and comparing to Eq.~12! itself,

Q~x,s!52Aa

s
•expS 2

Dt

2
•sD • dQ~x,s!

dx
(14)

The inverse Laplace transform of Eq.~14! can be found involv-
ing the table transform@6#

L21SAa

s
•expS 2

Dt

2
•sD D 5Aa

p
•

uS t2
Dt

2 D
At2

Dt

2

(15)

whereu(t) is the unit step-function, and applying the convolution
theorem@6#. This results in the following integral equation:

2Aa

p
•E

0

t uS t* 2
Dt

2 D
At* 2

Dt

2

•

]q

]x
~x,t2t* !dt* 5q~x,t ! (16)

or, after simple re-arrangement,t2t* 5z,

T~x,t !5T02Aa

p
•E

0

t2Dt/2

]T

]x
~x,z!

At* 2
Dt

2
2z

•dz (17)

Integral equation~17! relates values of temperature and its gradi-
ent at the same point, and holds everywhere inside the domain.

In terms of the heat flux, Eq.~17! can be written as

T~x,t !5T01
1

Apkrcp

•E
0

t2Dt/2 q9~x,z1Dt!

At* 2
Dt

2
2z

•dz (18)

Being applied at the surface (x50), Eq. ~18! provides the
means to predict behavior of the surface temperature of the mate-
rial, Ts(t)5T(0,t), based on the imposed fluxqs9(t)5q9(t,0),

Ts~ t !5T01
1

Apkrcp

•E
0

t2Dt/2 qs9~z1Dt!

At* 2
Dt

2
2z

•dz (19)

Surface temperature is the most important parameter in micro-
scale heat transfer applications.

For the casetq5tT50, the above equation reduces to integral
relation obtained for the classical heat transfer equation by Kulish
and Lage@7#.

Model Validation
A test solution is obtained by integrating Eq.~19!, in order to

predict surface temperature of the material, subjected to pre-
scribed heat flux. The heat flux applied at the boundary imitates
laser impulse according to Gaussian distribution in time, namely

qs9~ t !5qs,max9 expF2S t2b

s D 2G ; t>0 (20)

with b510 ps ands55.0 ps~Fig. 1!. Characteristic time of the
considered heating process is, therefore, of the order of picosec-
onds. In the course of computations, the maximum value of the
surface heat flux,qs,max9 , was 103 W/m2.
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Material properties are taken as those of gold~Au!, i.e., k
5315 W/~m K), a51.249531024 m2/s, tq50.7438 ps andtT
589.286 ps@5#. The time lags cited in@5# have been determined
experimentally.

For a given heat flux history, integration of Eq.~19! is straight-
forward, and is carried out by explicit time advancement using
trapezoidal rule for integration. In order to handle singularity, ana-
lytical integration is performed in the vicinity of the upper limit.
The time step is chosen in such a way that the relative error of the
solution does not exceed«51026. Upon achieving this criterion,
the solution also becomes independent of further reduction in time
step.

The evolution of the normalized surface temperature,u5(Ts
2T0 )/(Tm2T0 , is shown in Fig. 2. Also shown in this plot is the
profile for the classical heat transfer equation (tq5tT50).

It is obvious from Fig. 2 that the classical solution deviates
significantly from solution of Eq.~19! at time scales comparable
with tq , tT , and, therefore, cannot be used at such scales. In
particular, the maximum surface temperature is predicted at later
time by the classical equation, and the shape of the temperature
profile is quite different from the solution of Eq.~19!.

An interesting mathematical exception is the casetq5tT ,
where the solution of Eq.~19! coincides with that of the classical
equation. However, such a case is unlikely for real materials, since
the lags seem to differ significantly~see above example of gold!.

Note also that for real materialstT.tq so that the upper limit
in the integral~Eqs.~17!–~19!! is always positive.

The lagstq , tT are material properties, which are known, how-
ever, with limited accuracy. It is worthwhile, therefore, to inves-
tigate sensitivity of the solution to these parameters. Plotted in
Fig. 3 is a family of solutions that are obtained for different values
of Dt, which deviate610% from the base values given in@7#. The
sensitivity is small, compared with difference between the classi-
cal and dual-lag solutions.

From Fig. 3, one can see that the less value of the lag is, the
closer the solution is to the classical model~no lag!.

Finally, Fig. 4 shows the numerical solution of Eq.~19! com-
pared with the available experimental data by Brorson et al.@8#
and Qiu et al.@9#. Direct comparison of the maximum tempera-
ture with the measurements was not possible, since experimental
data@8# and @9# are presented in normalized way. The maximum
excess temperature obtained in the present calculations was
DTmax'0.06 K.

Conclusions
The heat transport equation with the dual-phase lag constitutive

relation is considered. In contrast to previous studies, general for-
mulation of the constitutive relationship is retained in the analysis.
It is shown that such a general formulation results, in fact, in
much simpler solution of the problem. Heat transfer equation with
the dual lag is reduced to the form, similar to the classical para-
bolic equation. The solution of such equation depends only on the
difference between the two lags. Therefore, the lagging behavior
of the particular material is, in fact, described by the single pa-
rameter.

The method of Laplace transform has been used to obtain rela-
tionship between the local temperature and the local heat flux for
the considered model. Such a relationship is written in the form of
a simple integral equation.

Being applied at the surface, the integral equation provides a
convenient way to predict maximum~surface!temperature during
heating. The integral equation has been tested for the case of
material heating by a picosecond laser impulse. The result has
been compared with the solution of the classical~parabolic!heat
transfer equation and with the experimental data available in lit-
erature.

In case of zero lags~or for time scales much longer than time
lags!, the proposed integral equation reduces to the previously
established integral relation@3# and @7#, applicable to problems,
described by classical Fourier law.

Fig. 1 Laser impulse for the test case

Fig. 2 Normalized surface temperature obtained for a bulk
sample of gold „Au… in the case of the dual „B… phase lag, and
classical energy equation „D…

Fig. 3 Time evolution of the surface temperature for different
values of the phase lags: „B… DtÄÀ88.5422 ps „tqÄ0.7438 ps,
tTÄ89.286 ps…—base case; „F… DtÄÀ97.3964 ps; „D… Dt
ÄÀ79.6880 ps

Fig. 4 Comparison between the numerical solution and ex-
perimental data
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Nomenclature

b 5 mean of normal distribution, s
cp 5 specific heat of solid material
k 5 thermal conductivity, W m21 K21

L 5 Laplace transform operator
q9 5 local heat flux, W m22

qs9 5 surface heat flux~at x50), W m22

s 5 Laplace transform variable
t 5 time, s

t* 5 dummy time variable, s
T 5 absolute temperature, K

T0 5 initial temperature~at t<0), K
Ts 5 surface temperature~at x50), K
Tm 5 maximum temperature during heating, K

u(t) 5 unit step-function
x 5 co-ordinate normal to material surface, m

Greek Symbols

a 5 thermal diffusivity, m2 s21

q 5 excess temperature,5T2T0 , K
Q 5 Laplace transform ofu
u 5 normalized non-dimensional temperature,

5(Ts2T0)/(Tm2T0)
s 5 variance of normal distribution, s
r 5 density, kg m23

tq 5 phase lag of heat flux, s

tT 5 temperature gradient phase lag, s
Dt 5 difference between lags,5tq2tT , s
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Estimating Parameters and
Refining Thermal Models by
Using the Extended Kalman Filter
Approach
Parameter estimation is based upon a comparison of predicted deterministic model re-
sponses to data. The models are often numerical, e.g., finite volume, with intrinsic inac-
curacies. In addition, the models typically assume a full knowledge of the physical pro-
cesses. By using the concept of state variables and employing the extended Kalman filter
approach it is possible to include additional effects in the model to achieve better agree-
ment between the model and the data. This paper describes such an approach to the
estimation of thermal conductivity in a transiently heated and cooled one-dimensional
system and shows that it leads to a resolution of questions about the time behavior of the
residuals previously observed in an estimation based upon the least squares analysis.
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Introduction
Consider estimating the thermal conductivity by measuring

temperatures as a function of time and position,T5F(x,t,k). The
usual approach is to minimize the weighted sum of the errors
squared

S5(
i 51

N

wie i
25(

i 51

N

wi~Ti2Fi~x,t,k!!2 (1)

whereTi are the measured temperatures,wi are the weights, and
Fi(x,t,k) is the modeled response. Eq.~1! can be expressed as

S5$Ti2Fi~x,t,k!%TS21$Ti2Fi~x,t,k!% (2)

whereS, the covariance matrix of the errors, is typically taken as
a diagonal matrix whose elements ares i

2 which is equivalent to
settingwi51/s i

2 @1#. If the errors are correlated thenS is a fully
populated matrix.

Since minimizingS may be quite difficult for complex func-
tions it is usual to expandF in a Taylor series about an initial
guessk0 , keeping only the first term

$Ti%5$Fi~x,t,k0!%1HT~k2k0! (3)

where $T% is the column vector of measured temperatures, and
H5$]F/]kuk0

% is the sensitivity of the model tok. Minimization
is achieved by choosing a sequence of values ofk producing val-
ues ofFi(x,t,k) that converge to the minimum point. The con-
verged value,k̂, is taken to be the best estimate of the true value
of k. It can be shown@2,3# that if the model is exact but that the
measured temperatures have errors~noise!that are of zero mean
and normally distributed thenk̂ has a normal distribution with a
mean ofm and a standard deviation ofs( k̂) where

m5k01s22~ k̂!HTS21$Ti2Fi~k0!% (4a)

s22~ k̂!5HTS21H (4b)

If the errors are independent and identically distributed, i.e.,
s i5s(T), then the uncertainty in the estimate ofk̂ given in terms
of the standard deviation is simply

s~ k̂!5
s~T!

A( i 51
N S ]T

]kU
t i
D 2

(5)

This is an optimistic estimate of the precision of the estimate and
frequently the precision actually achieved is less. The optimal
experiment will have been designed to achieve the maximum pre-
cision, but more often than not, the experiment is run first and the
data analyzed later to determine the precision. Given the data, the
questions arise about how much of the data should be used, how
the errors may be interrelated, and particularly how the conduc-
tivity should be deduced from the data.

When the data streams in at a high rate, as in communications
or radar positioning, it is often desirable to estimate the properties
on-line. For this recursive least squares fitting@4# ~sometimes
called sequential least squares! and Kalman filtering@5,6,7# are
often used. It is not likely that the temperature measurements used
to estimate conductivity will be observed at such high rates or that
one would desire to estimatek on the fly. However, Kalman fil-
tering and the concept of state variables can often prove to be
helpful in understanding the experimental results, particularly
when the usual approach reveals inconsistencies. In this paper we
describe an experiment for which the estimation of thermal con-
ductivity based on Eq.~3! displayed an unusual behavior of the
residuals, leading to questions about the resulting values. The Kal-
man filter approach was then utilized with different models to
ascertain what may have caused this behavior, i.e., temperature
dependent conductivity, sensor position error, or unmeasured heat
transfer. By augmenting the model to include additional internodal
heat transfer the anomalies are eliminated.

The Experiment. Blackwell et al.@8# estimated the conduc-
tivity of stainless steel by measuring the temperatures in a thin
hollow tube of length 2L. Full details are given in@8# but a brief
description is given here. Figure 1 is a schematic of the system.
The outer surface of the tube was covered by and the hollow
interior filled with space insulation to minimize losses from the

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 10,
2003; revision received June 30, 2004. Associate Editor: G. S. Dulikravich.

Copyright © 2004 by ASMEJournal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 809

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



surfaces and to create a one dimensional temperature field. The
ends of the tube were heated by a fluid which flowed through
serpentine channels in copper end blocks. In principle the tem-
perature was symmetric with respect to the length of the tube.
Temperatures were measured at 14 equally spaced axial locations
each with 4 thermocouples spaced equally about the circumfer-
ence. The estimation of the thermal conductivity from the experi-
ment requires a knowledge of the heat flux history.

Because of the unknown thermal characteristics of the copper
end blocks and the contact resistance between the end blocks and
the steel tube, it is not possible to precisely specify the boundary
conditions and the inverse problem then involves estimating both
the conductivity and the time history of the end heat fluxes. Be-
cause the time history of the fluxes is difficult to obtain, as dem-
onstrated in many papers@9,10# the time varying temperatures
measured at the ends,x56L were taken to be the prescribed end
boundary conditions and the temperature histories computed using
a finite volume code. The measured transient temperatures were
fitted to the numerically computed temperatures as a function ofk,
x, and t and the conductivity estimated using the usual least
squares equations under the assumptions of unit weight and inde-
pendent errors of zero mean

k̂5(
i 51

N S ]T

]kU
t i
D ~Ti2Fi~k,x,t !!

(
i 51

N S ]T

]kU
t i
D 2

(6)

There are a total of 48 thermocouple histories with measurements
taken every 1.5 seconds. Figure 2 shows the first 750 seconds of
the temperature history. The temperatures histories of the sym-
metrically placed thermocouples match so well that they cannot
be differentiated on the figure. If the errors of the measured tem-
peratures are correlated, then the information gained is less than
the sum of the information from all sensors and the standard de-
viation is greater than would be predicted using Eq.~5! under the
assumption of independence. Emery et al.@11# have shown that
the signals depicted on Fig. 2 were correlated to such a degree that
no new information was gained from the 4 circumferentially
spaced thermocouples over one at each axial location and from the
thermocouples 8–13 over those at 2–7. Thus the standard devia-
tion is that computed from only 1/8th of the sensors, namely sen-
sors 2 through 7 ands( k̂) is increased by a factor ofA8 from that

based upon Eq.~5! using all the measured data. Computing the
conductivity using each sensor individually and using the data
from thermocouples 2–13 during the heating phase and assuming
no error in density or specific heat gives the results shown in
Table 1.1

If the noise in the measured temperatures is independent and of
constant standard deviation, we see from Eq.~5! that as more data
is gathered the standard deviation will diminish. Figure 3 illus-
trates how the estimated conductivity and its standard deviation
vary as the experiment time increases for conductivities estimated
from single thermocouples and from all of the data.

Because the sensitivities are functions of thermocouple position
and time, the standard deviations associated with the individual
sensors vary considerably. Combining all the data reducess( k̂) to
the apparently very acceptable level of 0.0049 W/mK or less than
0.03%. However, estimating the standard deviations ofk using the
residuals typically yields a minimum value which is rarely
achieved.

In fact, the noise associated with the different thermocouples is
correlated. Emery et al.@11# have shown that this correlation and
that associated with thermocouples 1 and 14 which are used as the
boundary conditions for the model result in an increase in the

1The results differ slightly, 0.14%, from those presented in@8# since a different
numerical simulation code was used.

Fig. 1 Schematic of the experiment

Fig. 2 Measured temperatures at the indicated thermocouples
with TC 1 and 14 located at xÄÁL and 7 and 8 located adjacent
to the centerline, xÄ0: „a… estimated conductivity; and „b… es-
timated standard deviation.

Table 1 Estimated conductivity and standard deviation using
Eq. „5… with a value of s„T…Ä0.08 C

Sensor k̂ s( k̂)

2 only 14.9235 0.0431
3 14.6862 0.0240
4 14.6291 0.0180
5 14.5367 0.0152
6 14.6090 0.0139
7 14.5894 0.0133
8 14.5307 0.0132
9 14.5048 0.0138
10 14.5328 0.0152
11 14.3825 0.0177
12 14.3178 0.0233
13 14.3155 0.0410
all 12 sensors 14.5420 0.0049
accounting for spatial correlation@11# 0.0071
accounting for correlation in time@11# 0.0389

using the values ofk̂ from sensors 2–13
14.5465 0.1676

Extended Kalman Filter at minimums~k!
all 12 sensors 14.5488 0.0638
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standard deviation by a factor of'5, leading to the value of
0.0389 shown in the table. A more realistic estimate of the stan-
dard deviation is obtained by using the values ofk̂ obtained from
each of the sensors, givings( k̂)50.1676 or slightly more than
1%. This value ofs( k̂) is approximately four times greater than
that estimated from the least squares fit when including the effects
of spatial and temporal correlation and raises the question of why.

In estimating a property using the least squares approach, it is
instructive to examine the residuals@12#. Ideally these residuals
when weighted by the sensitivities, as indicated in Eq.~6! should
average to zero and be distributed about zero with a normal dis-
tribution if the errors are normally distributed. If one examines the
residual for each thermocouple history taken individually this
does occur. But when using the value ofk based upon all the data,
the residuals behave rather strangely. Figure 4 illustrates the re-
siduals for thermocouples 2–13 computed using the value ofk̂
514.542 based on all 12 thermocouples~Table 1!.

There are a number of possible reasons for this behavior of the
residuals:~a! the use of a one term Taylor series in Eq. 3 in which
the effect of conductivity is presumed to be linear is not sufficient;
~b! the positions of the sensors may be uncertain;~c! the use of the
temperatures at thermocouples 1 and 14 as boundary conditions
may not accurately reflect the true behavior;~d! the noise in the
temperatures used for the boundary conditions may affect the re-
sults; and~e! there may be small axial heat transfer along the tube
or losses through the enclosing insulation which are not included
in the model.

When the response is linear ink, for a reasonable number of
readings, typically more than 20, the residuals for each sensor are
known to have a mean of zero and to be normally distributed
about zero@2,3#. Highly nonlinear dependency can show up as
residuals which do not average to zero, as in Fig. 4, and which
lead to a biased estimate of the conductivity. In a recent paper,
Emery and Bardot@13# have analyzed the nonlinear dependence

of T(x,t) uponk and shown that the nonlinear effects were neg-
ligible, that the individual residuals should have zero means, and
that the expected bias in the estimated value ofk is less than
0.01%.

This leaves~b!–~e! as possible explanations for the unusual
behavior. Blackwell et al.@8# have discussed the effect of inaccu-
racies in the thermocouple positions~which also may reflect that
the thermocouple senses the temperature in the vicinity but not at
the exact point in the model! and concluded that there was a
maximum uncertainty in position of 0.44 mm, leading tos(T)
50.13 C. Effects~c! and ~d!, discussed in the following section
entitled ‘‘Consideration of Other Effects,’’ were found to be neg-
ligible.

The most likely deficiency in the model is that there may be
minor amounts of axial heat transfer by conduction or by radiation
via the encapsulating insulation or losses through the insulation.
Estimating these effects cannot be done with any precision. At
best one can use a model with control volumes centered at the
thermocouple locations and develop an approximate energy bal-
ance. This means that there can be at most 14 nodes~including the
two boundary nodes! and the resulting estimates will be only ap-
proximate. Figure 5 compares these minor heat flows to the en-
ergy flowing in through the two boundary nodes, thermocouples 1
and 14. The time averaged minor heat fluxes summed over all
internal nodes is approximately 2 W/m2 with a time averaged
standard deviation of approximately 101 W/m2 as compared to the
energy flowing in through each of the boundaries of approxi-
mately 7500 W/m2 at the peak. From this point of view, these
minor effects are insignificant and should not contribute to the
wide variation in the estimated values of the conductivity or to the

Fig. 3 Sequential least squares fitting during heating showing
individual results from thermocouples 2–7 and that from aver-
aging values from thermocouples 2–13

Fig. 4 Residuals for thermocouples 2–13 „the curves for TC
4-11 are not identified …

Fig. 5 Comparison of estimated axial heat transfer averaged
over nodes 2–13 to the flux at the boundaries, TC 1, and 14
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behavior of the residuals. Furthermore, including these in the
usual parameter estimation model as time varying quantities
would be very difficult.

A recent paper@14# described an experiment in which a hori-
zontal hollow cylinder was fitted with an internal electrical heater
and transiently heated while it convected and radiated to quiescent
ambient air. The convective heat transfer coefficient was based on
the surface flux, the difference between the energy produced by
the heater and that stored in the cylinder, and the temperature
difference between the cylinder surface and the ambient air. The
resulting free convective heat transfer coefficient was found to
differ substantially from that predicted by a conjugate cfd calcu-
lation. While some of the difference could be attributed to small
local air currents which were highly correlated in time, these ef-
fects were minor and could not explain the discrepancy. An analy-
sis was done using the principles of the Kalman filter by introduc-
ing new state variables to account for a thermal resistance
between the heater and the cylinder, for a time varying amount of
energy stored in the heater itself, and for losses through the insu-
lated end caps of the heater to the ambient air. Figure 6 compares
the estimated surface heat flux based upon the original solution
and that including these effects. We note how much better the
fluxes agree when the model includes an unknown parameter to
represent the heater endcap losses, suggesting that the heat sup-
plied to the cylinder was in error especially at early times. Based
upon these results, the experiment was modified to minimize the
thermal contact resistance between the heater and the cylinder and
to reduce endcap heat losses. As a result, the free convection heat
transfer estimated from the experiment was found to be in much
better agreement with the simulation.

Following this example, let us use the Kalman filter approach to
investigate the cause of the behavior shown in Fig. 4.

Kalman Filter Analysis. The idea behind the Kalman filter is
to estimate a value of the parameter at timet i based upon all of
the data up to and including that at timet i . The Kalman filter is
an extension of recursive least squares approach based upon state
variables which has been found in its usual formulation to suc-
cessfully handle slowing varying parameters@5#. The Kalman fil-
ter approach has been successfully used in analyzing heat ex-
changers @15,16# and in inverse linear conduction problems
@17,18#. Moultanovsky@19,20#has used this method~referred to
in his papers as Adaptive Iterative Filter! to determine the tem-
perature dependent properties in materials and to both estimate
heat transfer coefficients and appropriately control HVAC sys-
tems. Details of the method are given in a number of excellent
texts@5,6#and in@19,20#. The method can also be used to estimate
constant properties by treating them as slowly varying. If the sys-
tem response is a non-linear function of the parameter sought, the

method is termed the Extended Kalman Filter~EKF! approach. In
our case, we will treat the conductivity as a slowly varying pa-
rameter. Of course,k does not vary with time. What the EKF
approach does is to modify the value ofk̂ as data are accumulated
in such a way that the variance ofk̂ is minimized. In this sense it
is no different than watching howk̂ changes when using sequen-
tial least squares with an ever increasing amount of data.

Let yi be then component state vector characterizing the sys-
tem at timet i . $yi%

T5^T1
i ,T2

i , . . . T13
i ,T14

i ,p1 ,p2 ,..pm& where
Tj

i are the nodal temperatures andp1 ,..pm are the parameters of
the model.

The time evolution of the system,yi , and the measurements,
zi , are described by

yi 115f i~yi !1j i (7a)

zi5Di~yi !1h i (7b)

wheref is a vector valued function ofy, j is the system noise,z
are the measured temperatures, andh is the measurement noise.
Both j andh are zero mean, Gaussian distributed random values
with covariance matrices ofS andR, respectively. Because only
the nodal temperatures are measured, but the parameters are not,
D is a matrix with elements diagonal elements51 for rows cor-
responding to the measured temperatures and with all other ele-
ments being zero. In these calculations the experimental system
was assumed not to be affected by extraneous external influences
andS[0. One might argue when considering the effects of noise
in the boundary conditions that a non-zeroS should be used, but
since in this case the boundary temperature will be taken as one of
the parameters of the model, its associated noise will be incorpo-
rated directly into the conditional covarianceP.

Using a model based upon finite difference discretization

rc
~Tj

i 112Tj
i !

Dt
5k

~Tj 21
i 22Tj

i 1Tj 11
i !

Dx2 1qj
i (8)

the j th component of the vector functionf i is given by an expres-
sion of the form

f i5Tj
i 1k~bj 21Tj 21

i 1bjTj
i 1bj 11Tj 11

i !1qj
i
Dt

rc
(9)

where the conductivity,k, is explicitly stated since it is a compo-
nent of the state vector. Because of the products,kTj

i , f~y! is a
nonlinear function of the state variables and the usual Kalman
filter approach based on linearity cannot be used. Instead,f is
expanded in a one term Taylor series

f i~yi !'f i~ ŷi !1Ai~yi2 ŷi ! (10)

whereA i is a matrix with elementsAi(k,l ) given by differentiat-
ing thekth component off i with respect to thel th component ofyi
and evaluated atŷi .

Let ŷi u i 21 represent our estimate of the system state at timei
based upon measurements up to timei 21. The procedure consists
of the following steps@5#: ~a! a prediction of the responseŷi u i 21
based uponŷi 21u i 21

ŷi u i 215f i 21~ ŷi 21! (11a)

and ~b! a correction

ŷi u i5 ŷi u i 211Gi~zi2Dŷi u i 21! (11b)

The Kalman gain matrix,Gi is chosen to minimize the mean
square errors of the state variables and is recursively computed
from

Pi u i 215A i 21Pi 21u i 21A i 21
T 1Si 21

Gi5Pi u i 21Di
T~DiPi u i 21Di

T1Ri !
21 (11c)

Pi u i5~ I2 GiDi !Pi u i 21

Fig. 6 Estimated surface heat flux for free convection from a
cylinder showing the effect of inaccuracies in the heat supplied
and stored
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wherePi u i is the conditional covariance matrix of the error in the
estimated state variable

Pi u i5E~$yi2 ŷi u i%$yi2 ŷi u i%
T! (12)

The process is begun by assuming maximal ignorance aboutP,
i.e., settingP0u05s0I wheres0 is a large number relative to the
observed noise andI is the identity matrix.P will very quickly
converge to the correct value. The process described by Eqs.
~11,12! is termed the Extended Kalman Filter,EKF. Although it
would appear from Fig. 4 that the sensors have different vari-
ances, it is not critical to the success of the filtering approach to
use precise values inR. One must only be careful to use values
that are at least as large or larger than actually occur. Using values
that are too small slows the convergence of the estimation. The
calculations reported herein useds050.1 C, Tj

0 equal to the ini-
tial temperature, and an initial values ofk from 5 to 20, although
the range from@21# is from 14 to 15 W/mK. The effect of choos-
ing the initial value ofk vanished very quickly and had no effect,
less than 0.05%, on the values ofk estimated after 300 seconds.
The results reported herein are for an initial value of 14.5~Table
1!.

Estimation of k Only. Let us take the measured values ofTi
and T14 to be the known boundary conditions of the model, i.e.,
not to be included iny, and estimate only one parameterp15k.
The state vectory has 13 components, the 12 estimates of the
nodal temperatures and the temporally slowly varying, but spa-
tially constant, conductivityk, i.e., n513. In this case we assume
that qj

i 50 and that the model is exact, that is the covariance
matrix S is zero. R(13,13) is set equal tos1

2, an estimate of
s2(k). Again we must note that we cannot sets1

250, otherwiseki
will remain constant@5#. However, the process is quite insensitive
to the value ofs1 assumed. Even very large values ofs1 do not
seem to affect the estimation. Applying this approach withs1
50.5 W/mK gives the time history of the estimated conductivity
and the residuals as shown in Fig. 7.

In addition to predictingŷi u i , the method also provides an esti-
mate ofs( k̂) and s(T). When using the ordinary or sequential
least squares approach, estimatingsT requires a considerable ef-
fort @8,11#. Here one obtains the values automatically as part of
the computation. Looking at the residuals, Fig. 4, and recognizing
that for a normal distribution that 99.9% of the values are found
within 63s, gives an estimate ofsT'0.002 C. This agrees well
with the value of 0.0025 C computed using the EKF method.

Note that the estimated value ofk found from all sensors is
consistent with that found by the sequential least squares ap-
proach, Fig. 7, but that the estimated value ofs( k̂) is in much
better accord with the value found using the values estimated by
individual sensors, Table 1, than is the standard deviation com-
puted from Eq.~5!. The agreement results from the ability of the
Kalman filter approach to build into its process the effects of both
the autocorrelation in time and the cross correlation between the
signals. It is also important to note that the maximum precision
was achieved very early in the experiment, at approximately 75
seconds, and that later temperatures, which occurred as steady
state is approached and whose errors became more correlated,
actually diminished the precision.

Figure 8 shows the cross-correlation between TC 2 and the
remaining thermocouples. As shown in Ref.@11#, the information
provided by correlated measurements is reduced by the factor (1
2r)/(11r) when compared to the information from uncorre-
lated measurements. A reasonable upper limit for useful measure-
ments isr50.7 at which point the new information has less than
20% value. From the figurer exceeds 0.7 very quickly and little
additional information is obtained aboutk as steady state is ap-
proached. In fact, because of the different temporal variation of
the sensitivity with respect to position, the precision actually di-
minishes, i.e.,s( k̂) increases as steady state is approached.

Consideration of Other Effects

The values ofk̂ and residuals shown in Fig. 7 agree very well
with those computed using the sequential least squares approach
in which the noise is assumed to be independent and constant in
time. Questions still remain:~a! what is the cause of the unusual
behavior of the residuals and~b! why do the errors in the different
thermocouples appear to be correlated, Fig. 8. Since the residuals
and the estimation of correlation are dependent upon the model
response, is it possible that the model is deficient in describing the
observed experimental response? Let us now investigate the effect
of other uncertainties in the model to see if these questions can be
resolved.

Fig. 7 „a… Estimated k̂ computed using the extended Kalman
filter; and „b… the residuals computed using the extended Kal-
man filter

Fig. 8 Correlation between T2 and the other sensors
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Boundary Conditions. The state variables include the mea-
sured temperatures at thermocouples 1 and 14 which are used to
specify the boundary conditions. These measurements are noisy
and the EKF method includes this uncertainty either by including
the noise inR or in S. This is only possible since the noise is
assumed to be of zero mean. The results were essentially identical
to those shown in Fig. 7.

Uncertain Thermocouple Position. Here the state variable
was augmented by identifying the parametersp1 , . . . ,p12 with
the thermocouple locationsx1 , . . . ,x12 andp13 with the conduc-
tivity, k. In this application of the EKF method, the thermocouple
positions do not change with time, but our estimate of the posi-
tions may, based upon the data. The thermocouples are nominally
9.51 mm apart. The predicted values ofk̂ are unchanged from
those shown in Fig. 7 and the maximum re-assignment of a ther-
mocouple’s position was less than 0.5 mm. This estimate agrees
well with Blackwell’s estimate of an uncertainty in thermocouple
location of 0.44 mm.

Uncertain Local Thermal Conductivity. Assigning a differ-
ent conductivity to each node and including this in the state vector
gave results comparable to the values ofk̂ shown in Fig. 3 which
were based upon individual thermocouple measurements. Again,
there was no substantive change in the time history of the
residuals.

Axial Heat Transfer ÕLosses. Even though the tube was care-
fully insulated, there is the possibility that heat was transferred
axially by conduction in the insulation or by radiation between the
tube and the insulation. In addition, some heat may have been lost
to the environment through the insulation. Letting the termsqj

i in
Eq. ~8! be taken as additional state variables, givingyi

5^T2
i , . . . ,T13

i ,q2
i , . . . ,q13

i ,k&T, produced the results shown in
Fig. 9. It must be realized that although it might appear thatqj

i

could be considered as system noise, i.e.,j, and not as state vari-
ables, they cannot since they are not of zero mean with respect to
time. Note that:~a! the estimated conductivity and standard devia-
tion are essentially unchanged and~b! but the residuals after 200
seconds are now centered about 0 and superimposed on each
other-just what we were hoping for, although the behavior at early
times has not changed.

The predicted values ofqj
i are shown on Fig. 10. The average

over nodes 2 through 13 is close to zero, Fig. 10~b!, reflecting
satisfaction of the overall energy balance, and the standard devia-
tion is only about 1% of the flux at the boundaries. Effects of this
magnitude are almost negligible and could normally be ignored.
However, by considering them, we are able to achieve residuals
which behave as we expected. In addition, the correlation between
thermocouples is eliminated, Fig. 12~b!, over most of the time
period.

Early Time Behavior. By consideringqj
i as a state variable

we have resolved most of our problems. However, we still need to
understand what is happening at the early time when the estimated
conductivity shows a substantial reduction and then recovery. The
actual experiment involved heating to approximately steady state
and then cooling. Figure 11 shows the sensitivities. At the onset of
heating, the sensitivities are zero until approximately 20 seconds
when the thermal pulse first reaches TC 2. Thermocouples 7 and 8
are affected at 100 seconds.

During this initial period, the estimated conductivity is substan-
tially in error and has unusually high values ofs( k̂) because of
the very small values of]T/]k used in Eqs.~5! and ~6!. By 100
seconds, the sensitivities are sufficient so thatk̂ has become es-
sentially constant, as seen on Figs. 7~a! and 9~a!. However, the
residuals shown in Fig. 9~b! remain large and spread out until
approximately 250 seconds. Estimating the conductivity over the
entire duration of the experiment, which involves both heating and
cooling, gives the results shown in Figs. 12 and 13 and we see

similar behavior at both the onset of heating and cooling. The
behavior at the onset of cooling was not expected at that time
since the sensitivities are substantial and remain reasonably high
until approximately 1000 seconds.

The residuals have the same patterns as before with the consid-
eration of qj

i as state variables reducing the residuals to small
values over most of the experiment, Fig. 13. As before, this model
eliminates the cross-correlation between the measured tempera-
tures, Fig. 12~b!. The estimated values ofqj

i during the cooling
period are approximately the negative of those during the heating
period with an average value of about 5W/m2 and the same mag-
nitude and temporal behavior of the standard deviation as shown
in Fig. 10.

The value ofk̂ when considering losses shows a large jump at
the onset of cooling and only at the end of the experiment does it
drop and match the value obtained when losses are not included in
the model. Apparently something occurs at the onset of cooling. If
we ignore the first 100 seconds of the heating and cooling phases:
~a! the EKF method gives the same results as including them; and
~b! but when considering losses, the cooling phase predictions do
not show the sudden increase at the onset of cooling and match
the EKF values throughout the cooling period as shown on Fig.
11~a!.

In both approachess( k̂) increases substantially during the
cooling phase, eventually reaching a value tripling that at the end
of the heating phase because of the reduced sensitivity at long
times. From the temperature shown on Fig. 11 and the trace of
s( k̂) on Fig. 12 it appears that the estimation ofk should not rely
on data taken after 1500 seconds and that the cooling phase is of
less value in estimatingk than is the heating phase.

It appears that an unexplained and unanticipated effect exists at
the onset of heating and cooling. To check this, we created an
artificial data set by adding a zero mean, normally distributed

Fig. 9 „a… The effect of considering q j
i on the estimated k̂ ; and

„b… the effect of considering q j
i on the residuals
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noise with s(T)50.002 C to the computed temperatures based
upon k514.542. This set was then analyzed and the results are
shown on Fig. 14.

Because of the small sensitivity at early times, the artificial data
exhibits the same behavior during heating as does the experimen-
tal data butk̂ becomes relatively constant after 30 seconds whilek̂
estimated from the real data takes until 100 seconds. When cool-
ing begins, as a result of the relatively high sensitivity,k̂ predicted
from the artificial data remains constant, but that predicted from
the real data exhibits a marked reduction. Behavior similar to that
of the artificial data is reported in@5#, Sec. 8.4 and appears to be
a consequence of the EKF method basing the estimates of the
parameters on relatively crude estimates of the system response at

early times. As illustrated in Fig. 14, the effect is relatively small
and quickly disappears. The cause of this effect at the onset of
cooling is not understood. Similar results have been found for the
free convective heat transfer from the horizontal cylinder@14#
whenever the level of heating was changed and Dowding@22# has
reported similar results.

Conclusions
When estimating parameters it is important to determine the

precision of the estimate,s( k̂). In the least squares approach,
whether sequential or treating all the data, it is usual to assume
that the errors in the measured data are independent and of zero
mean.s( k̂) is determined using Eq.~5! with s(T) estimated from
the residuals@23#. The resulting value ofs( k̂) is typically overly

Fig. 10 „a… Values of q j
i at each node; and „b… average of q j

i

over nodes 2-13

Fig. 11 Estimated conductivity using an artificial set of mea-
sured temperatures as compared to the real data

Fig. 12 „a… Estimated k over the combined heating and cool-
ing periods; and „b… cross correlation when considering q j

i over
the combined heating and cooling periods

Fig. 13 Residuals over the combined heating and cooling pe-
riods when considering q j

i as state variables
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optimistic, as illustrated in this example. The EKF approach gives
a more reasonable value while predicting the same value ofk̂ and
residuals. The gradual increase ins( k̂) as shown in Fig. 7 sug-
gests that the data gathered at long times is of lesser value and that
the best estimates ofk are those estimated at conditions associated
with the minimum standard deviation. Because the usual least
squares approach ignores correlations between the measured tem-
peratures, it substantially overestimates the precision of the esti-
mated conductivity, in this case by an order of magnitude. The
Kalman filter approach detects the substantial cross correlation
between the measurements from the different sensors and incor-
porates these effects into the final estimates. It also revealed the
existence of the cross correlation which was unexpected.

The consideration ofqj
i as state variables resolved these effects.

While these values summed to zero, indicating conservation of
energy of the entire system, the individual nodal values showed a
persistence over the duration of the experiment. Although we
termed these effects as axial heat transfer/losses, their physical
nature is unknown. They simply reflect the inability of the model
to represent what is happening on a local level. They can represent
numerical inaccuracies, radiation heat transfer between nodes or
through the insulation, an inaccurate accounting for transient stor-
age, or even the effect of the thermocouples measuring a tempera-
ture which is more representative of the average at a point other
than the thermocouple location when the temperature spatial gra-
dients are high. Their magnitudes are small, of the order of 1%,
and they have no substantive effect on the estimatedk̂.

The analysis suggests that something unusual happens at the
onset of heating or cooling. The very low sensitivities that exist at
the start of the experiment preclude any understanding of this.
However, an analysis of the behavior at cooling in which the state
variable including losses was augmented by including uncertain
thermocouple positions showed a reduction in the residuals of
about 1/2 and indicated that the gradients near the boundaries,x
56L, were being incorrectly estimated because of the higher
spatial gradients in temperature.

One apparent solution is to ignore the very early time behavior.
Now the estimation is based upon comparing the predicted and
measured temperatures and to do this the initial conditions must
be well defined. When starting from a uniform initial temperature,
the numerical accuracy of the model can be refined as much as
desired by increasing the number of nodes without any problem.
However, when starting from an initial profile, as in the cooling
case, that is defined by a small number of thermocouples, the
initial profile can only be approximated. Interpolating for the
number of nodes in the model introduces an error which may be
sufficient to affect the results.

Finally we must give a word of caution. The application of the
EKF is very straightforward and does not entail higher computa-

tional costs and markedly improves our ability to judge the value
of the measurements in terms of the standard deviations of the
estimated parameters. However, the EKF method with an aug-
mented state variable is not a universal panacea for the ill condi-
tioned problems usually associated with parameter estimation.
EKF estimatesyi in terms ofyi 21 and the data at timet i and then
minimizes the variance by modifying both the model and the pre-
dicted state,yi . As the state variable increases in size, either by
increasing the number of nodes or by adding additional terms such
as losses, while holding the number of measurements fixed, the
amplification matrix,G, becomes singular and the method be-
comes unstable. It is a case of the tail~the very few sensors!
wagging the dog, the very large state variable. However, when
used with care the augmented EKF offers a way to understand
both the system behavior and the results of the least squares esti-
mation and gives some guidance towards improving the model of
the system.
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Nomenclature

c 5 specific heat
f 5 state model

E(x) 5 expected value of x
F 5 predicted temperature model
H 5 sensitivity
k 5 thermal conductivity
k̂ 5 estimate of k
m 5 number of parameters
n 5 size of state vector
N 5 number of data points
p 5 parameter

qj
i 5 source term in Eq.~9!

R 5 noise covariance matrix
S 5 system covariance matrix
t 5 time

T 5 temperature
x 5 position
y 5 state vector
ŷ 5 estimated state vector

wi 5 weight
z 5 measurement vector
e 5 error
r 5 correlation coefficient

rc 5 product of density and specific heat
S 5 covariance matrix ofe

s(x) 5 standard deviation ofx
$ % 5 column vector
^ & 5 row vector

$ %T,^ &T5 transpose
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Thermal Analysis of
Laser-Densified Dental Porcelain
Bodies: Modeling and
Experiments
Thermal analysis of laser densification of a dental porcelain powder bed has been inves-
tigated using a three-dimensional thermal finite element model, which encompasses (i) the
incoming laser beam power with a Gaussian distribution, (ii) optical pyrometer simula-
tion in addition to the closed-loop temperature control, (iii) powder-to-solid transition,
(iv) temperature-dependent thermal convection, and (v) temperature and porosity-
dependent thermal conduction and radiation. The simulation results are compared with
the experiments. It is found that the predicted temperature distribution in the porcelain
body matches the experiments very well. Further, the maximum discrepancy between
experimental and simulated pyrometer temperatures is less than 8 percent. The simulation
predicts that in order to achieve the desired microstructure of a dense dental porcelain
body, the maximum local temperature during laser densification should be below 1573 K
or the nominal surface temperature should be below 1273 K. Otherwise, the undesired
microstructure (i.e., a leucite-free glass phase) forms.@DOI: 10.1115/1.1795812#

Keywords: Dental Restoration, Laser Processing, Finite Element Modeling, Thermal
Analyes, Powder Melting and Solidification

1 Introduction
The dominant procedure currently used for permanent fixed

prosthodontics is porcelain-fused-to-metal~PFM! restoration in
which a dental restoration is cast from a metallic alloy and then
covered with dental porcelains by several furnace firing processes
@1#. PFM restoration is a very time consuming and labor intensive
work because PFM restoration requires a multi-stage process us-
ing multiple materials~both ceramics and metals! and each stage
involves multiple processing steps. As such, labor costs account
for about 90 percent of the final cost to the patient, while dental
materials only account for less than 5 percent of the final cost@1#.
Therefore, there is a critical need for new dental restoration meth-
ods to reduce costs and provide faster and better service to dental
patients.

Solid freeform fabrication~SFF!is an automated manufacturing
process that builds three-dimensional complex-shaped structures
layer-by-layer directly from CAD data@2#. The recent advance-
ment of SFF has led to a multi-material laser densification
~MMLD! process for dental restoration@3–5#. In the MMLD pro-
cess, dental alloy and porcelain powders are delivered line by line
because both dental alloy and porcelain have to be present even
on one single plane for most of the planes to be fabricated. As a
result of the presence of multiple materials which have different
densification temperatures, localized densification methods~e.g.,
laser-assisted densification! are needed to convert the delivered
powder lines and planes into a dense body. Dental restorations
such as three-unit bridges made of the metal substructure and
porcelain crown can then be fabricated via the repetition of dental
powder delivery followed by laser densification layer by layer.
Through this approach artificial teeth are expected to be fabricated
from a computer model without part-specific tooling and human
intervention, thereby offering the potential to reduce the labor cost
and increase the restoration rate.

As the densification of dental porcelain and alloy powders is
accomplished via a laser beam, an understanding of the tempera-
ture distribution in the laser-assisted densification process is nec-
essary. The understanding developed will provide the guideline to
optimize the laser processing condition so that the microstructure
and thus the mechanical properties of the laser-densified bodies
are similar to those obtained via the traditional PFM furnace firing
process. This is especially important for dental porcelains because
dental porcelains rely on the presence of crystalline leucite par-
ticles in the feldspar glass matrix to raise the coefficient of ther-
mal expansion~CTE! of the dental porcelains to match that of
dental alloys@6–9#. Without the match in CTE between the dental
porcelain and alloy, cracking would occur in the porcelain section
@6–9#. Thus, this study investigates the temperature distribution in
the dental porcelain body during laser densification in order to
understand the phase transformation and microstructural evolution
of the dental porcelain during laser densification. The approach of
finite element modeling~FEM! has been taken in this study, which
is necessary because the relative density of the workpiece changes
continuously with time during laser densification until it reaches
near full density. As a result, the thermal conductivity of the work-
piece also changes continuously. Thus, the transient temperature
field of the workpiece is too complex to calculate using analytical
methods, and numerical simulation becomes necessary.

Many numerical modeling efforts have been carried out to in-
vestigate the temperature field in various SFF processes@10–32#.
However, they are not suitable for the laser-assisted dental resto-
ration process which requires the numerical models to encompass
at least the effects of the powder-to-solid transition, laser power
density, closed-loop temperature control, temperature-dependent
thermal convection, and temperature- and porosity-dependent
thermal conduction and radiation. Most of the existing SFF mod-
els ~e.g., @10–32#! are not so sophisticated. Therefore, in this
study we have developed a model that includes~i! the incoming
laser beam power with a Gaussian distribution,~ii! optical pyrom-
eter simulation in addition to the closed-loop temperature control,
~iii! powder-to-solid transition,~iv! temperature-dependent ther-
mal convection, and~v! temperature- and porosity-dependent ther-
mal conduction and radiation. The results from the numerical
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simulation have been compared with experiments and found to
match the experimental measurements quite well.

2 Model Description
The model developed is shown in Fig. 1 and consists of a dental

porcelain powder compact with a dimension of 10 mm length, 6
mm width, and 2 mm height before laser densification. In simu-
lation the laser beam is modeled as a heat flux,q, with a Gaussian
power distribution as an incoming heat source, which moves at a
constant rate~240mm/s!along theX-axis as shown in Fig. 1. The
heat losses from the six surfaces of the model are assumed to
result from natural convection and radiation. However, in some
cases the effect of the substrate pre-heating is considered. For
these cases, the nodal temperature of the bottom face of the model
is increased to the pre-heating temperature before laser scanning
and kept at that temperature throughout the entire laser fabrication
process. The bonding between the porcelain and the substrate is
not considered in the model because the substrate here is to pro-
vide a surface on which the porcelain can rest and in some cases
to control the cooling condition during laser densification. In ex-
periments, a right material~such as SiC in this study!has to be
chosen as the substrate so that the porcelain will not stick to the
substrate and can be easily separated from the substrate after laser
densification. The dental porcelain powder investigated is com-
posed of 63.40% SiO2 , 16.70% Al2O3 , 1.50% CaO, 0.80% MgO,
3.41% Na2O, and 14.19% K2O ~wt %!. The thermal properties for
the dense solid porcelain used in the model are summarized in
Table 1. The dental porcelain is assumed to be at a molten state
above 1073 K~100 K higher than the lower temperature of the
forming temperature range of the porcelain!. Furthermore, there is
no heat of fusion involved when the porcelain changes from solid
to liquid or vice versa, because the porcelain is a glass.

The modeling is carried out using the ANSYS commercial fi-
nite element package. The thermal element~Solid70!, which has
eight nodes with a single degree of freedom~i.e., temperature! at
each node and has a three-dimensional thermal-conduction capa-
bility, is used to simulate the temperature field@38#. Each

element near the surface has a size of 0.25 mm length, 0.25 mm
width and 0.2 mm height. The model is first used to calculate the
temperature distribution in the powder bed within a small time
step resulting from the heating of a laser beam moving at a con-
stant rate along the laser scanning direction~i.e., the X-axis in Fig.
1!. The powder elements convert to dense molten elements if their
temperatures are higher than 1073 K according to the calculated
temperature field. The temperature distribution in the powder bed
within the next small time step is then calculated using the up-
dated material properties. This simulation loop continues until the
total amount of the small time steps, which is decided by the laser
scanning rate, is reached, and then the laser beam moves stepwise
by one element to carry out the next simulation loop.

The thermal properties of the powder bed are a strong function
of the porosity of the powder bed. It is assumed that the porosity
of the powder bed is temperature independent before the powder
becomes liquid. This is a reasonable assumption because the re-
duction in porosity due to solid-state sintering is minimal under
the present laser densification condition which brings the local
temperature of the area irradiated by the laser beam to above the
forming temperature of the porcelain in less than 6 seconds. For
the region outside the irradiated area, the time for the region to
expose to high temperatures is also relatively short~less than 100
seconds!because of the scanning rate used. Furthermore, the tem-
perature at the region outside the irradiated area is also relatively
low because of the low thermal conductivity of the powder com-
pact. As such, the porosity of material has been simplified in two
levels, that is, the initial porosityw0 before the powder converts to
liquid, and zero porosity~fully dense!after the powder has con-
verted to liquid and subsequently to a fully dense solid once the
liquid is cooled below 1073 K. The thermal properties of the
powder bed, therefore, are treated as a function of temperature and
the initial porosityw0 which is assumed to be 0.4 in this study. In
contrast, the thermal properties of the densified liquid and solid
are treated as a function of temperature only because the liquid
and solid are fully dense.

The volume shrinkage due to the densification caused by con-
version of the powder compact to the dense liquid is neglected in
order to simplify the model. The error introduced by this approxi-
mation is relatively small for the following reasons. First, the
volume shrinkage will not change the temperature distribution
profile, i.e., the center of the laser-densified body always has
higher temperatures than the edge, whether there is volume
shrinkage or not. Second, the values of temperature near the cen-
ter of the laser-densified body will not be affected by the volume
shrinkage because the temperature distribution right at the center
~i.e., the surface area irradiated by the laser beam! is constant or
nearly constant due to the closed-loop temperature control in the
experiment as well as in the simulation. As such, the simulated
temperature distribution near the center of the laser beam would
be close to the real profile because of the closed-loop temperature
control implemented in the experiment and the simulation.

The thermal conductivity and thermal radiation of the powder
bed and the thermal convection around the powder bed as a func-

Fig. 1 Finite element model developed to simulate the tem-
perature field during laser densification of the dental porcelain
body

Table 1 Summary of thermal properties of dental porcelain †33–37‡*

T ~K! 300 520 631 700 830 960 1173 1373 1540 1726 1730 1800

k ~W/m-K! 1.11 1.37 1.55 1.67 1.93 2.23 2.82 2.82 2.82 2.82 2.82 2.82
Cp ~J/kg-K! 742 1025 1125 1178 1266 1341 1444 1474 1474 1474 1474 1474
a (1026/K) 2.80 3.36 3.87 4.27 5.25 6.54 9.43 9.43 9.43 9.43 9.43 9.43

E ~GPa! 70 55.6 48.4 43.9 35.4 26.9 — — — — — —
« 0.7

r (kg/m3) 2520
Tm ~K! 1573
Tf ~K! 973 to 1273

n 0.2

*T—Temperature,k—Thermal Conductivity,Cp—Specific Heat,a—Thermal Expansion Coefficient,E—Elastic Modulus,
«—Emissivity, r—Density,Tm—Melting Temperature,Tf—Forming Temperature,n—Poisson’s Ratio.
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tion of the powder bed porosity have been detailed in a recent
paper@30#. The model containing a moving Gaussian distribution
laser beam, pyrometer temperature simulation, and closed-loop
temperature control of the laser power has also been developed
recently @29#. These functions and thermal boundary conditions
are summarized as follows.

2.1 Thermal Conductivity of the Powder Bed. Effective
thermal conductivity of the powder bed,K, is estimated by@39#

K

K f
5~12A12w!S 11

wKr

K f
D1A12wF ~12f!
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12
BKf
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S 12
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D lnS Ks

BKf
D2

B11

2

2
B21

12
BKf

Ks

D 1
Kr

K f D 1f
Ks

K fG (1)

wherew is the fractional porosity of the powder bed,K f is the
thermal conductivity of the fluid surrounding the powder particles
~which is air in this study!,Ks is the thermal conductivity of the
solid, f is the flattened surface fraction of a particle in contact
with another particle,B is the deformation parameter of the par-
ticle, andKr is the thermal conductivity portion of the powder bed
due to radiation among particles.Kr is equal to@39,40#

Kr54FsTp
3Dp (2)

wheres is the Stefan-Boltzmann constant,Dp is the average di-
ameter of the powder particles,Tp the temperature of powder
particles, andF is a view factor which is approximately taken as
1/3 @40#.

Assuming that the particles are spheres (B51) and there is no
flattening of contact surfaces (f50), equation~1!, the effective
thermal conductivity of the powder bed, can then be simplified to
@39#

K
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K f
D21D 1
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K f D (3)

According to the simplification discussed previously, the poros-
ity of the powder bed,w, in equation~3! is assumed to be equal to
the initial porosity,w0 , before melting.

2.2 Thermal Radiation of the Powder Bed. Heat lossqr
due to radiation of the powder bed is described by@41#

qr5s«~T42Tamb
4 ! (4)

whereT is the surface temperature of the powder bed,Tamb is the
ambient temperature,« is the emissivity of the powder bed, ands
is the Stefan-Boltzmann constant as defined before.« is expected
to be higher than the emissivity of the corresponding solid, and
follows the expression@42#

«5Ah«h1~12Ah!«s (5)

whereAh is the area fraction of the surface that is occupied by the
radiation-emitting holes,«s is the emissivity of the solid particle,
and«h is the emissivity of the hole. For a powder bed composed
of randomly packed, single-sized spheres@42#

Ah5
0.908w2

1.908w222w11
(6)

and

«h5

«sF213.082S 12w

w D 2G
«sF113.082S 12w

w D 2G11

(7)

Similar to Section 2.1, the porosity of the powder bed,w, in Eq.
~7! is assumed to equal to the initial porosity,w0 , before melting.

2.3 Thermal Convection Around the Powder Bed. Heat
lossqc due to natural convection of the fluid around the powder
bed is described by@41#

qc5hc~T2Tamb! (8)

wherehc is the heat transfer coefficient.hc is temperature and size
dependent and is equal to@41#

hc5
NuKf

L
(9)

where L is the characteristic length of the specimen, Nu is the
Nusselt number, andK f is the thermal conductivity of the ambient
air as defined before. Nu is given by@43#

ANu5ANu01F GrPr/300

~11~0.5/Pr!9/16!16/9G1/6

(10)

when 1024<GrPr<431014, 0.022<Pr<7640, and Nu050.67
for a plate@42#. Gr and Pr in Eq.~10! are Grashof and Prandtl
numbers, respectively,@41# and

Gr5g
L3r f

2b f~T2Tamb!

h f
2 (11)

and

Pr5
Cph f

kf
(12)

whereg is the gravitational acceleration,r f is the density of the
ambient air,b f is the thermal volumetric expansivity andb f
51/Tf for idea gases,h f is the viscosity of the air,Cp is the
specific heat capacity of the air. The effect of the variation of air
properties with temperature is evaluated atTf50.5(T1Tamb)
@41#.

2.4 Thermal Boundary Conditions for Powder, Liquid,
and Solid. The workpiece being built is assumed to be in con-
tact with air and the heat loss through air is approximated through
the natural thermal convection and thermal radiation between the
workpiece and the ambient air. Since the model includes three
kinds of material status~i.e., powder, liquid and solid!, the thermal
boundary conditions are very complicated and vary with porosity,
phase status and surface temperature. Under the assumption of
little convection of liquid within the molten pool due to its small
size (;2 mm), liquid and solid have been assumed to have the
same thermal convection boundary as the powder bed, i.e., ther-
mal convection around the surface of liquid pool and solid is
determined by the temperatures of the ambient air and the liquid
and solid under consideration~see Eqs.~8–12!!. Heat lossqr due
to radiation of solid and liquid is described by@41#

qr5s«s~T42Tamb
4 ! (13)
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whereT is the surface temperature of solid and liquid, and«s is
the emissivity of the dense porcelain,Tamb is the ambient tempera-
ture, ands is the Stefan-Boltzmann constant.

2.5 Heat Input. The incident heat flux of the Gaussian-
distribution laser beam,q, is related to the incident laser power,
Ql , through the following relation@44#:

q5
2Qlaa

pRl
2 e2 2R2/Rl

2
(14)

whereaa is the absorptance of the workpiece,Rl is the radius of
the laser beam at which the heat flux value ise22 times of that of
the laser beam center, andR is the distance of a point on the
surface of the powder bed measured from the laser beam center.
When the center of the laser beam scans the surface of the powder
bed from the starting point (X0 , Y0 , Z0) to (X, Y0 , Z0) point
along the positiveX-direction with a constant velocityv for a
period timet, R is given by

R25~X2X02vt !21~Z2Z0!2 (15)

In the present study, the radius of the incident laser beam,Rl , is
0.5 mm, the laser scanning velocity,v, is 0.24 mm/s. However,
the absorptance of the workpiece,aa , is unknown before the
simulation. To address this issue, the absorbed power by the por-
celain,Qa , defined as

Qa5Qlaa (16)

is varied in the simulation to achieve the desired nominal surface
temperature. Note thatQl here is the incident laser power defined
in Eq. ~14! and can be measured experimentally.

2.6 Pyrometer Simulation. In laser-densification experi-
ments, an optical pyrometer continually monitors the temperature
distribution at the surface of the powder bed during laser densifi-
cation. This pyrometer temperature is used as the feedback signal
in a closed-loop control program to adjust the incident laser power
as needed to achieve a desired constant laser spot temperature. In
the simulation, the pyrometer temperature measurement and the
closed-loop control process are modeled as follows.

The power,Qr , of the thermal radiation emitted by the laser-
heated workpiece that reaches the pyrometer can be expressed by
@45#

Qr5E I b~l,T!DldA (17)

where l is the wavelength of the emitted radiation (l
5865 nm),Dl is the wavelength band (Dl550 nm) of the emit-
ted radiation that is sampled by the pyrometer@46#, T is the tem-
perature at a very small areadA through which the radiation
passes to reach the pyrometer, termed the pyrometer sampling
area hereafter, andI b(l,T) is the spectral distribution of black-
body emissive power and given by Planck’s radiation law@41#:

I b5
2phc2

l5~ehc/lkT21!
(18)

Hereh is Planck’s constant,c is the speed of light, andk is the
Boltzmann constant. Because of the Gaussian heat input and
movement of the laser beam, the surface temperature,T, within
the pyrometer sampling area is not uniform, and neither is
I b(l,T). Thus, to carry out the integration of Eq.~17!, approxi-
mations are made by dividing the entire sampling area inton
small areas and assuming thatT and I b are constant within each
small area. With these assumptions, Eq.~17! is reduced to@29#

Qr5DlDA(
i 51

n

I b~l,Ti ! (19)

wheren is the number of the small areas of equal size,DA, within
the pyrometer sampling area which is 2 mm in diameter andTi is
the surface temperature of each small areaDA.

To relate the thermal radiation power collected by the pyrom-
eter to the pyrometer temperature reading, an effective tempera-
ture, Teff ~the simulated temperature equivalent to the measured
radiance temperature!, is introduced as

Qr5DlDAnIb~l,Teff! (20)

Combining Eqs.~18!–~20!, one has

Teff5
hc

lk lnS 11nY (
i 51

n

~ehc/lkTi21!21D (21)

2.7 Closed-Loop Temperature Control. Teff in Eq. ~21! is
the effective~nominal! surface temperature of the workpiece as
measured by the pyrometer for a given incident laser power. IfTeff
differs from the user-defined~nominal!surface temperature,Tnor ,
then the absorbed laser power,Qa , in Eq. ~16! and thusq in Eq.
~14! are adjusted accordingly to simulate the closed-loop tempera-
ture control in the experiment. This is achieved by adjusting the
absorbed laser power from one simulation step to the next using
the following equation:

Qa
i 115Qa

i
Tnor

Teff
(22)

whereQa
i andQa

i 11 are the absorbed laser power by the powder
bed in the simulation stepsi andi 11, respectively. It is found that
this equation allows the surface temperature of the workpiece,
Teff , to approach the user-defined surface temperature quickly,
reproducing in the simulation the closed-loop temperature control
process used in the experiments.

3 Experimental Procedure
To validate the model developed, laser densification of a dental

porcelain powder bed has been carried out. The laser densification
conditions are~i! a 50W CO2 laser beam of 1 mm in diameter,~ii!
the scanning rate 0.24 mm/s,~iii! the chamber pressure 700 torr,
and~iv! the user-defined surface temperature~i.e., nominal surface
temperature!1073–1373 K with an equivalent laser output power
of about 3–20 watts. The powder bed of 2–5 mm thick is resting
on a SiC substrate and is scanned by the laser beam along a single
line. Four different nominal surface temperatures, 1373 K, 1273
K, 1173 K, and 1223 K, have been investigated and termed here-
after as Cases I, II, III, and IV, respectively. Furthermore, the
substrate in Case I is preheated to 673 K before laser densifica-
tion, whereas no pre-heating is performed for Cases II, III and IV.

The laser-densified porcelain bodies are mounted using an ep-
oxy resin and then cut in such an orientation to reveal the cross
section perpendicular to the laser scanning direction. To determine
the microstructure of the densified body, the cut samples are
grinded and polished down to 1mm diamond suspension and then
etched using 1 percent hydrofluoric~HF! acid for 20 seconds. An
environmental scanning electron microscope~PHILIPS ESEM
2020! is used to examine the microstructure of all the samples at
as-polished and etched conditions after being carbon sputter-
coated.

4 Comparison Between Simulation and Experimental
Results

One of the criteria for validating the model is to check whether
the model can simulate the closed-loop temperature control pro-
cess, i.e., achieving a constant surface temperature in the area
sampled by the pyrometer through continuously adjusting the ab-
sorbed laser power. Figure 2 shows the comparison between the
experimental and simulated pyrometer temperatures as a function
of the location of the scanning laser beam with a nominal surface
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temperature of 1373 K and substrate preheating to 673 K, i.e.,
Case I mentioned in section 3. It can be seen that the temperature
discrepancies between the simulated pyrometer temperature and
the desired pyrometer temperature are less than 4 percent for the
entire laser densification process. In fact, the comparisons be-
tween the experimental and simulated pyrometer temperatures for
the other three cases~Cases II, III and IV! also exhibit the similar
small discrepancy. If all the four cases are considered, the maxi-
mum discrepancy between experimental and simulated pyrometer
temperatures is less than 8 percent. These results indicate that Eq.
~22!, although simple, can adequately describe the closed-loop
temperature control process in experiments. Furthermore, these
results also indicate that Eqs.~17! to ~21! are adequate in describ-
ing the pyrometer temperature measurement because the effective
temperature in Eq.~22! is obtained through Eqs.~17! to ~21!.

The second criterion that can be used to check the model is to
compare the experimentally measured incident laser power with
the simulated incident laser power under the constraint of a con-
stant nominal surface temperature. However, as mentioned before,
the direct outcome from the simulation is the absorbed laser
power,Qa , as a function of the process time, since the absorp-
tance of the workpiece is unknown before the simulation. Thus, to
compare the simulated absorbed laser power with the measured
incident laser power, an effective absorptance of the workpiece,
aa , which includes the effects of the curved surface, volume
shrinkage, temperature change during the transient stage, and
variation of the state of matter from powder to liquid, has to be
chosen. It is found that ifaa is chosen to be 0.41 for laser densi-
fication with a nominal surface temperature of 1273 K, the simu-
lated incident laser power,Ql85Qa /aa , as a function of the pro-
cessing time would fit the experimental incident laser powerQl
quite well, as shown in Fig. 3. This result lends further credence to

the model because the match between the simulated and measured
incident laser powers under the constraint of a constant nominal
surface temperature~i.e., a closed-loop temperature control in the
experiment!requires a good match between the simulated and
experimental cooling and heating conditions.

The third check of the model would be to compare the simu-
lated temperature field in the porcelain body during laser densifi-
cation with that measured experimentally. Figure 4 shows the
simulated temperature field for Case I. It is quite clear that the
temperature distribution obtained is consistent with the expecta-
tion that the highest temperature is located at the center of the
laser beam and the temperature gradually decreases as the location
moves away from the center in all directions within the porcelain
body. More importantly, when compared with the experimental
result ~Fig. 5!, it is found that the predicted temperature distribu-
tion pattern and temperature range match the measurement quite
well. The experimental temperature field~Fig. 5! is established

Fig. 2 Comparison between the experimental and simulated
values of the pyrometer temperature as a function of the loca-
tion of the scanning laser beam with a nominal surface tem-
perature of 1373 K and substrate preheating to 673 K „Case I…

Fig. 3 Comparison between the experimental and simulated
incident laser power as a function of the location of the scan-
ning laser beam with a nominal surface temperature of 1273 K
and aaÄ0.41 „Case II…

Fig. 4 „a… The simulated temperature distribution in the pow-
der bed at the cross section of XÄ6.75 mm when the laser
beam scans to this location with a nominal surface temperature
of 1373 K and substrate preheating to 673 K „Case I…, and „b…
the simulated temperature distribution on the surface of the
porcelain body at the cross section of XÄ6.75 mm and the
matched Gaussian function

Fig. 5 The temperature distribution and microstructure mea-
sured experimentally at the cross section of a porcelain body
perpendicular to the laser scan direction during laser densifi-
cation with a nominal surface temperature of 1373 K and sub-
strate preheating to 673 K „Case I…
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based on a comprehensive examination of the dental porcelain
microstructure as a function of~i! the location with respect to the
center of the laser beam and~ii! the relationship between the
dental porcelain microstructure and the furnace firing temperature.
The detail of this experimental investigation has been described in
a forthcoming paper@47#.

It is noted that the predicted surface temperature in the laser-
densified region follows a Gaussian distribution~Fig. 4(b)). This
is not a surprise since several previous studies have shown that the
resulting temperature distribution on the surface of a solid irradi-
ated by a Gaussian laser beam is also Gaussian@48–50#. The
difference between the current and the previous studies is the
presence of the powder bed which modifies the heat transfer be-
havior of the material under the laser beam. In spite of this modi-
fication, the surface temperature distribution in the densified re-
gion is still Gaussian, but with a larger standard deviation~50%
larger! when compared with that of the Gaussian distribution in
the heat flux of the laser beam.

Because of the Gaussian distribution of the surface temperature,
the surface temperature at the center of the laser beam is much
higher than the nominal surface temperature. It can be seen from
the simulation result for Case I~Fig. 4! that the maximum centeral
surface temperature reaches 1738 K, which is 365K higher than
the nominal surface temperature~1373 K!. Systematic experi-
ments@47# have shown that when the local temperature during
laser densification exceeds 1573 K, the microstructure of the den-
tal porcelain at that specific location will be substantially different
from that produced from the traditional PFM furnace firing pro-
cess. As shown in Fig. 5, the microstructure of the laser-densified
porcelain can be divided into three regions, Zones A, B and C.
Zone A is the region that only has a glassy phase and does not
contain leucite precipitates, whereas Zone B possesses both the
glassy matrix and leucite precipitates@3,5#. Zone C is the region
where dental porcelain powder is only partially densified and thus
there exists a large amount of porosity. Zone B has the same
microstructure as that produced from the traditional PFM process
and is the desired microstructure@3,5#. The presence of leucite
precipitates is essential for the integrity of artificial teeth because
leucite has a high coefficient of thermal expansion~CTE! and
raises the inherently low CTE of the porcelain glass matrix to
match that of the dental metallic alloy@7#. Therefore, the appear-
ance of Zone A should be avoided during laser densification.

It can be seen from Fig. 5 that Zone A forms when the local
temperature is higher than 1573 K, whereas Zone B forms when
the local temperature is between 1073 to 1473 K. Zone C forms
when the local temperature is lower than 1073 K. Thus, in an
effort to provide guidelines for laser densification of the dental
porcelain without the formation of Zone A, several additional
simulations with different nominal surface temperatures without
the substrate preheating~i.e., Cases II, III, and IV! have been
performed. The results from these simulations are shown in Figs.
6, 7, and 8. The corresponding microstructures generated from
experiments for Cases II and III are also included in Figs. 6 and 7
for comparison. It can be seen from Fig. 6 that the simulation
predicts a maximum surface temperature of 1558 K at the center
of the laser beam for a nominal surface temperature of 1273 K
~Case II!. The predicted maximum surface temperature of 1558 K
is near the critical temperature of 1573 K above which Zone A
appears@47#. Such a prediction is consistent with the experimental
result. As shown in Fig. 6(b), a small Zone A appears at the
central surface of the porcelain body laser-densified with a nomi-
nal surface temperature of 1273 K. Clearly, in order to avoid the
formation of Zone A, laser densification of the dental porcelain
should be conducted with a nominal surface temperature below
1273 K or with the maximum local temperature lower than
1573 K.

This critical nominal surface temperature~1273 K! is also con-
firmed by the simulations with lower nominal surface tempera-
tures. Shown in Figure 7 is the predicted temperature field and the

microstructure of the porcelain body laser densified with a nomi-
nal surface temperature of 1173 K~Case III!. It can be seen that
the simulation predicts that the central surface temperature of the
porcelain body~1379 K! is lower than the critical temperature for
the formation of Zone A~1573 K!. This prediction is confirmed by
the experimental result~Fig. 7(b)) that reveals no formation of
Zone A, but a 100 percent Zone B microstructure.

The simulation result for a nominal surface temperature of 1223
K ~Case IV! is shown in Fig. 8. It suggests that the nominal
surface temperature of 1223 K is also good enough to avoid the
appearance of Zone A because the maximum temperature at the
central region is 1472 K, lower than the critical temperature for
the formation of Zone A~1573 K!. Therefore, both the experimen-
tal and simulated results suggest that the nominal surface tempera-

Fig. 6 „a… The simulated temperature distribution and „b… the
microstructure determined experimentally at the cross section
of a porcelain body perpendicular to the laser scan direction
during laser densification with a nominal surface temperature
of 1273 K „Case II…

Fig. 7 „a… The simulated temperature distribution and „b… the
microstructure determined experimentally at the cross section
of a porcelain body perpendicular to the laser scan direction
during laser densification with a nominal surface temperature
of 1173 K „Case III…
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ture during laser densification of the dental porcelain powder
should be lower than 1273 K or the maximum local temperature
should be lower than 1573 K in order to achieve the desired mi-
crostructure of a dense porcelain body.

A comparison of Case I with Cases II, III and IV also suggests
that whether Zone A forms or not during laser densification is
determined by the nominal surface temperature, whereas substrate
preheating has minimal effect on the Zone A formation. This is
consistent with the expectation. Substrate preheating decreases the
temperature gradient in the part being fabricated. However, it does
not change the maximum temperature at the central surface region
which is determined by the constant nominal surface temperature
because of the closed-loop temperature control in both experi-
ments and simulations. Therefore, substrate preheating does not
affect whether Zone A forms or not, but it does decrease residual
stresses, warping and the propensity for cracking.

Finally, it should be pointed out that there is room for improv-
ing the model developed in this study. First, the curved surface
observed in the experiment~Fig. 5! and the volume shrinkage due
to transformation from a powder compact to dense liquid are not
included in the model. Although the non-inclusion of these two
phenomena will not introduce large errors, an accurate prediction
would require the inclusion of these two phenomena. Another
important area that is not covered by the model is the laser-
material interaction issue, which is handled in this study through
an empirical approach by comparing the experimental incident
laser power with the simulated absorbed laser power. The effec-
tive absorptance of the porcelain powder compact obtained
through this empirical approach includes the effects of the curved
surface, volume shrinkage, temperature change during the tran-
sient stage, and variation of the state of matter from powder to
liquid. Although simulation of the absorptance as a function of
these changes is a complex topic of research by itself, inclusion of
such simulation would certainly enhance the prediction capability
of the model.

5 Conclusions and Remarks
A three-dimensional finite element model that encompasses the

effects of the powder-to-solid transition, laser power density,
closed-loop temperature control, temperature- and porosity-
dependent thermal conduction and radiation as well as the
temperature-dependent natural thermal convection has been devel-
oped to carry out the thermal analysis of laser-densified dental
porcelain bodies. The temperature distribution in the porcelain
body during laser densification under different processing condi-
tions has been simulated using the present model and is compared
with the experiments. The results predicted by the model match
the experiment quite well. The established model has been used to
predict the temperature field during laser densification and the
nominal surface temperature that should be adopted during experi-
ments in order to achieve the desired microstructure. A critical
maximum local temperature~1573 K! or a nominal surface tem-

perature in laser densification of the dental porcelain~1273 K!has
been identified above which an undesired microstructure, Zone A,
will appear. As a result of this critical nominal surface tempera-
ture, laser densification of the dental porcelain powder should be
conducted below this critical nominal surface temperature.

The model developed in this study is the first comprehensive
one that includes all key parameters in laser densification of a
powder bed. It is expected that the model can be extended to
simulate many other laser materials processing methods that re-
quire consideration of the phase transformation, closed-loop tem-
perature control, and heat transfer.
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Nomenclature

A 5 area (m2)
B 5 deformation parameter of the particle
c 5 speed of light (2.9983108 m/s)

Cp 5 specific heat capacity~J/Kg-K!
D 5 diameter~m!
F 5 view factor
g 5 gravitational acceleration (m/s2)

Gr 5 Grashof number
h 5 heat transfer coefficient (W/m2-K) ~when sub-

scripted!, Planck constant
(6.62618310234 J s/molecule)

I 5 spectral distribution of blackbody emissive power
(W/m3)

k 5 Boltzmann’s constant (1.38310223 J/K)
K 5 thermal conductivity~W/m-K!
L 5 characteristic length~m!

Nu 5 Nusselt number
Pr 5 Prandtl number
Q 5 power ~W!
q 5 heat flux (W/m2)
R 5 radius~m!
T 5 temperature~K!
t 5 time ~s!
v 5 velocity ~m/s!

X, Y, Z 5 spatial coordinates

Greek Symbols

a 5 absorptivity
b 5 thermal volumetric expansivity~1/K!
D 5 interval
« 5 emissivity
f 5 flattened surface fraction of a particle in contact

with another particle
h 5 viscosity (N s/m2)
w 5 porosity
l 5 wavelength~m!
r 5 density (kg/m3)
s 5 Stefan-Boltzmann constant

(5.670331028 W/m2-K4)

Subscripts

0 5 initial time
a 5 absorption

amb 5 ambient
b 5 blackbody
c 5 convection

eff 5 effective
f 5 fluid
h 5 hole
i 5 small area number

Fig. 8 The simulated temperature distribution at the cross
section of a porcelain body perpendicular to the laser scan di-
rection during laser densification with a nominal surface tem-
perature of 1223 K „Case IV…
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l 5 laser
n 5 total number of the small areas

nor 5 nominal
p 5 particle

py 5 pyrometer
r 5 radiation
s 5 solid

Superscripts

i 5 simulation step number
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Local Heat Transfer and Pressure
Drop for Finned-Tube Heat
Exchangers Using Oval Tubes and
Vortex Generators
This paper presents the results of an experimental study of forced convection heat transfer
in a narrow rectangular duct fitted with an elliptical tube and one or two delta-winglet
pairs. The duct was designed to simulate a single passage in a fin-tube heat exchanger.
Heat transfer measurements were obtained using a transient technique in which a heated
airflow is suddenly introduced to the test section. High-resolution local fin-surface tem-
perature distributions were obtained at several times after initiation of the transient using
an imaging infrared camera. Corresponding local fin-surface heat transfer coefficients
were then calculated from a locally applied one-dimensional semi-infinite inverse heat
conduction model. Heat transfer results were obtained over a Reynolds number range
based on duct height of 670–6300. Pressure-drop measurements have also been obtained
for similar elliptical-tube and winglet geometries, using a separate single-channel,
multiple-tube-row pressure-drop apparatus. The pressure-drop apparatus includes four
tube rows in a staggered array. Comparisons of heat transfer and pressure-drop results
for the elliptical tube versus a circular tube with and without winglets are provided. Mean
heat transfer results indicated that the addition of the single winglet pair to the oval-tube
geometry yielded significant heat transfer enhancement, averaging 38% higher than the
oval-tube, no-winglet case. The corresponding increase in friction factor associated with
the addition of the single winglet pair to the oval-tube geometry was very modest, less
than 10% at ReDh

5500 and less than 5% at ReDh
55000. @DOI: 10.1115/1.1795239#

Introduction
Air-cooled condensers used in binary-cycle geothermal power

plants require the use of finned tubes in order to increase heat
transfer surface area on the air side. Air is forced through several
rows of long individually finned tubes by large fans. The con-
denser units can be very large, representing as much as 50% of the
overall capital cost of these power plants. In addition, the power
required to operate the fans represents a significant parasitic house
load, reducing the net power production of the plant. The research
presented in this paper and previous papers@1–3# has been under-
taken with the aim of devising viable heat transfer enhancement
strategies for application to geothermal air-cooled condensers and
similar applications. An effective strategy can result in a reduction
in condenser size~and plant capital cost!and/or parasitic power
consumption. The specific objective of this paper is to determine
whether improved air-side heat transfer can be achieved through
the use of oval tubes in combination with fin-surface vortex gen-
erators~winglets!, while maintaining low heat-exchanger pressure
drop.

Longitudinal vortices are generated naturally in fin-tube heat
exchanger passages by the interaction of the flow velocity profile
with the heat exchanger tube. These naturally occurring vortices
are called horseshoe vortices. Longitudinal vortices can also be
created through the use of winglet vortex generators mounted or
punched into the fin surfaces. Jacobi and Shah@4# provide an
excellent review of heat transfer enhancement through the use of
longitudinal vortices. Various winglet shapes have been studied.
Fiebig et al.@5#, using the unsteady liquid crystal thermography
technique, found that delta winglets provided the highest local
heat transfer enhancement. Results presented in the present paper

are restricted to delta winglets, deployed in conjunction with an
elliptical tube. Fiebig et al.@6# have also examined local heat
transfer and pressure drop in fin-tube heat exchanger geometries
with winglet vortex generators using both round tubes and flat
tubes. Their results indicated much stronger vortex-induced heat
transfer enhancement for the staggered arrangement of flat tubes
than with round tubes. Wang et al.@7# also studied banks of flat
tubes, using four delta-winglet vortex generators per tube. Local
heat/mass transfer results were obtained using the naphthalene
sublimation technique. Mean heat transfer enhancement as high as
47.5% was observed over the no-winglet case. The specific
winglet deployment geometries considered in this experimental
study are based on configurations studied numerically for low
Reynolds numbers by Chen et al.@8# for a single winglet pair and
a staggered array of two winglet pairs located near the upstream
end of an oval tube. A related numerical study of in-line arrays of
winglets was presented by Chen et al. in@9#. Their numerical
results predicted higher heat transfer for the staggered winglet
array than for in-line arrays.

Baseline local heat transfer measurements for both circular and
oval tubes without winglets were obtained previously by the
present authors and are presented in@1#. Results presented in the
present oval-tube-plus-winglets study will be compared to the
baseline results.

Additional fundamental studies of heat transfer associated with
longitudinal vortex generators are available in the literature. Heat
transfer enhancement with double rows of longitudinal vortex-
generators~delta-winglet pairs! in a channel flow without tubes
has been evaluated experimentally by Tiggelbeck et al.@10#. Their
results indicated heat transfer enhancement of up to 80% for
aligned delta winglet double rows. An investigation of the mecha-
nisms of heat transfer enhancement associated with delta-wing
vortex generators was performed by Torii et al.@11#. This study
revealed details of the local velocity and turbulence fields associ-
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ated with the longitudinal vortices downstream of delta winglet
vortex generators. Lin and Jang@12# used an infrared imaging
system to examine local heat transfer with embedded wave-type
vortex generators in fin-tube heat exchangers. Their results indi-
cated 18.5% enhancement in average heat transfer with the wave-
type vortex generators.

In order to assess the heat transfer effectiveness of various com-
binations of tube and vortex-generator geometries, a heat transfer
measurement technique that allows for high-resolution visualiza-
tion and measurement of local heat transfer was chosen for this
work. Results presented in this paper reveal visual and quantita-
tive details of local fin-surface heat transfer in the vicinity of an
elliptical tube, an elliptical tube with a single delta-winglet pair,
and an elliptical tube with a staggered array of two delta-winglet
pairs. Average heat transfer coefficients are also presented, along
with a comparison to previously published results obtained with a
circular tube and a circular tube with winglets. Pressure drop re-
sults are also presented for these geometries.

Apparatus
The heat transfer experiments were performed in a narrow rect-

angular duct designed to simulate a single passage of a fin-tube
heat exchanger. A drawing of the test section is shown in Fig. 1.
The duct height is 1.016 cm and the duct width-to-height ratio
W/H is 11.25. The single elliptical tube had an aspect ratio of 3:1
and a major axis half-lengtha/H equal to 4.33. The triangular
~delta!winglets had a 1:2 height/length aspect ratio and were ori-
ented at a 30-deg angle to the flow. The height of the wingletshw
was 90% of the channel height.

The duct was fabricated primarily out of lexan polycarbonate.
The test section length was 14.0 cm~5.50 in.!, yielding L/H
513.7. A flow-development section withL/H530 was located
upstream of the test section. Consequently, depending on Rey-
nolds number, the flow is approximately hydrodynamically fully
developed as it enters the test section.

In order to enable thermal visualization of the test-section bot-
tom surface~representing the fin surface!, the top wall of the flow
duct in the vicinity of the circular tube was formed by a calcium
fluoride (CaF2) window with dimensions: 12.7 cm312.7 cm
36 mm (5 in.35 in.30.24 in.). The CaF2 windows enabled
viewing of the test-section bottom surface with an imaging infra-
red camera whose wavelength range of sensitivity was 3.6–5mm.

The transmissivity of the CaF2 window is very high (.95%) in
this wavelength range. The test section bottom surface~polycar-
bonate!was painted black using ultraflat black paint in order to
achieve a surface emissivity very close to 1.0. This emissivity
value was verified over a wide temperature range in separate
camera-calibration tests by comparing camera-indicated tempera-
tures with surface temperatures measured using a precision thin-
foil flush-mounted thermocouple bonded to a black-painted poly-
carbonate test surface. Therefore, no emissivity corrections were
required for the infrared temperature measurements.

A transient heat transfer measurement technique was employed
for obtaining detailed local heat transfer measurements on the
model fin surface. A schematic of the flow loop is shown in Fig. 2.
Inlet air is heated to a desired setpoint temperature using an in-
line, feedback-controlled, finned-element air heater~350 W!. The
heated air initially flows through a bypass line until the desired air
temperature and flow rate is established. The air is then suddenly
diverted through the test section by changing the position of a
three-way valve. The apparatus was designed with a short axial
distance,Li57.39 cm, from the test section bypass line to the test
section, such thatLi /H518.5. Using this technique, the room-
temperature fin-tube model is suddenly exposed to a uniformly
heated airflow, initiating a heat conduction transient in the lexan
substrate. Local surface temperatures on the substrate increase at a
rate that is dependent on the value of the local heat transfer coef-
ficient. This transient localized heating is quantitatively recorded
using an imaging infrared camera. Values of local heat transfer
coefficients can then be determined from an inverse heat conduc-
tion analysis.

The bypass flow is diverted from the main flow duct through a
circular hole ~4.85 cm diam!cut into the bottom of the flow-
development section. The center of the hole is located 8.25 cm
~3.25 in.! upstream of the test-section entrance. The duct walls
downstream of this location are not preheated during the flow-
establishment period. Therefore, this distance represents a thermal
entry length. When flow is suddenly initiated through the test
section by changing the position of the three-way valve, the flow
bypass hole in the bottom of the flow-development section is cov-
ered by sliding a flat lexan cover~sliding gate valve! over the
hole. This procedure provides a continuous flat smooth flow sur-
face, eliminating any concerns about a cavity-type flow distur-
bance associated with the hole.

Heater control is accomplished using a PID controller

Fig. 1 Test section
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~Yokogawa Model 514!coupled to a solid-state relay with a
pulsed relay output. A thermocouple mounted inside the duct mea-
sures the process variable. The air temperature uniformity across
the duct was verified via infrared imaging of the test surface dur-
ing preliminary tests with no test cylinder in place. The airflow
rate is monitored through the use of an in-line precision mass-flow
meter ~Kurz model 504FT!plumbed into the exhaust line. Test-
section mass-average velocities and Reynolds numbers were cal-
culated based on the SCMH values obtained from the mass-flow
meter. Air is drawn through the system by a centrifugal blower
~1/3 HP, 240 V 3-phase!located at the flow exit. Blower speed is
controlled by a sub-micro inverter variable-frequency drive~AC
Tech model SF215!, which in turn is controlled by a computer-
generated 4–20 mA control signal. System flow rate varies lin-
early with blower speed over the range used in this study from
about 1.5131023 to 14.031023 kg/s. These flow rates corre-
spond to a duct-height Reynolds number (ReH5rUH/m5ṁ/mW)
range of 670–6300 with a duct height of 1.016 cm and a duct
width-to-height ratioW/H of 11.25. Geothermal air-cooled con-
densers typically operate within a Reynolds number range of
500,ReH,1200.

Two flush-mounted thin-foil thermocouples were bonded to the
bottom surface of the test section near the test-section inlet. These
thermocouples provide a continuous indication of surface tem-
perature at two locations and are used to help determine the exact
start time of each test, which occurs when the heated airflow is
diverted through the test section.

Heat transfer results will be presented for three experimental
configurations: elliptical tube, elliptical tube plus a single delta-
winglet pair, and elliptical tube plus two delta winglet pairs in a
staggered array. The geometric details of the elliptical tube, the
winglets, and the winglet deployment locations are presented in
Fig. 3. The winglets had a 1:2 height/length aspect ratio and were
oriented at a 30-deg angle to the flow. The height of the winglets
was 90% of the channel height. This height was chosen rather
than the full channel height in order to avoid damage to the CaF2
windows. The winglets were machined from lexan polycarbonate
and were bonded to the test surface. The winglet deployment ge-
ometry for these tests was based on the geometry recommended in
Ref. @8#.

Quantitative thermal visualization images are obtained using a
precision imaging infrared camera~FLIR PRISM DS!. This cam-

era uses a fully calibrated 3203244 platinum-silicide IR CCD
focal-plane array detector, which operates at a temperature of 77
K. The detector temperature is maintained by a mechanical split-
Stirling-cycle helium cryocooler. In its base mode of operation,
the camera can be used to measure infrared intensities correspond-
ing to temperatures in the210– 250°C range, with extended
ranges available through the use of filters up to 1500°C. The
camera detector has a 12-bit digital dynamic range and a mini-
mum discernible temperature difference~MDT! of 0.1°C at 30°C.
It is equipped with a 25-mm standard lens, which provides a
17-deg313-deg field of view. All radiometric information is
stored in binary digital files on PCMCIA flash memory cards for
subsequent analysis. Infrared thermography has several advan-
tages over thermochromic liquid crystals for surface temperature
mapping, including wide available temperature range, high spatial
resolution, excellent thermal resolution, and full-field direct digi-
tal data acquisition and processing.

The thermal image binary data files created by the camera on-
board processor are stored in a specialized 16-bit TIFF gray-scale
format. These files include not only the image pixel values, but
also a large amount of camera and test-specific information, such
as camera and firmware identifiers, date and time of image acqui-
sition, camera settings at image acquisition, and temperature/pixel
calibration data points. This information is included in the TIFF
file in the form of ‘‘private tags’’@13#. Specific file-format infor-
mation provided by FLIR was used in conjunction with general
information about the TIFF standard found in Ref.@13# to fully
decode the binary data files for subsequent thermal analysis using
a Labview ~National Instruments, Version 5.1! program created
for this purpose.

A separate single-channel multiple-tube-row apparatus was fab-
ricated for evaluating the pressure-drop performance of the vari-
ous tube and winglet configurations studied in the heat transfer
experiments. A drawing of the pressure-drop test section core is
shown on the left side of Fig. 4 for the case of oval tubes with two
pairs of winglets. The axial and spanwise tube spacing is shown in
the figure. The circular tube arrays had the same spanwise and
axial tube spacing, with a tube diameter of 2.54 cm. The oval and
circular tubes were designed to have the same cross-sectional flow
area. Dried and filtered shop air enters the flow channel from a
slot located 24 cm upstream of the tube bundle. The flow channel
dimensions are 0.254 cm high322.86 cm wide. A row of six pres-

Fig. 2 Schematic of flow loop
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sure taps was drilled along the channel centerline upstream and
downstream of a four-tube-row staggered array of either circular
or elliptical tubes, with or without winglets. The tube array simu-
lates a single passage in a plate-fin heat exchanger. The tubes and
winglets were machined from a solid sheet of lexan using a CNC
mill. A close-up photograph of the oval tubes and winglets is
shown on the right side of Fig. 4. Pressure drop was measured
using a precision differential pressure transducer~MKS Model
223BD, 1- and 10-Torr ranges!. Air flow rates were obtained from
a precision mass-flow meter~Hasting Model HFM, 500 and 300
slpm ranges!.

Instrumentation signals from both the heat transfer and
pressure-drop flow loops were fed into a modular multiplexing
data-acquisition system~Hewlett Packard 3852A!, which in turn
was interfaced to a system-controller computer via an IEEE-488
bus. For this experiment, the data acquisition unit was configured
with a 20-channel FET multiplexer with thermocouple compensa-
tion, a 5.5 digit integrating voltmeter, and a 4-channel voltage/
current DAC. The DAC module was used to provide control sig-
nals ~4–20 mA! to the variable-frequency drive for the blower.
The mass-flow meter was configured to communicate directly
with the computer using an RS-232 interface. Data-acquisition
and instrument-control system programming was accomplished

using Labview software. The data files included time histories of
the thermocouple mass-flow meter and pressure-transducer signals
with updates at 0.7-s intervals.

Experimental Procedure

Heat Transfer Measurements. Details of the experimental
procedure for the transient heat transfer tests will now be pro-
vided. After the IR camera is powered up and the detector array
has reached its 77K operating temperature, the camera is posi-
tioned above the test section at an appropriate height for observing
either the entire portion of the test section or a close-up view. In
order to avoid IR reflections of the warm camera body off the
CaF2 windows, the camera is positioned at a small angle off the
vertical. The camera gain and level adjustments are set such that
the minimum observable temperature corresponds to the initial
temperature with a temperature range of 10– 15°C. The software
clock on the camera is synchronized with the clock on the data
acquisition computer to within60.5 s. The three-way valve is set
to the bypass position and the sliding gate valve is opened. Flow
is initiated through the bypass line by adjusting the blower RPM
until the desired flow rate is observed. The air temperature is
established by adjusting the PID controller set-point value to the

Fig. 3 Winglet locations and geometry

Fig. 4 Pressure-drop test section core
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desired level, typically 45°C. Before diverting heated air through
the test section, a pretest thermal image of the test section is
acquired. At this time, the data acquisition system is set to begin
writing data to disk. The three-way valve position is then changed,
and the sliding gate valve is closed to divert the heated airflow
through the test section, initiating the thermal transient. A number
of thermal images of the test section~typically 5! are acquired
during the first 5–60 s of the transient. These images are stored on
PCMCIA flash memory cards and are transferred to the system
controller computer after each test. The images selected for final
presentation in this paper were typically acquired at 30–40 s after
initiation of the transient. Heat transfer results were obtained over
an airflow rate ranging from 1.5131023 to 14.031023 kg/s, cor-
responding to a Reynolds number range based on duct height of
670–6300.

Pressure-Drop Measurements. Two techniques were used
for the pressure-drop tests: steady-flow and blow-down. Steady-
flow tests were performed by establishing a steady air flow using
a flow-control valve, then acquiring a large number of averages of
both flow rate and pressure drop at a fixed flow rate. Blow-down
tests were performed by charging the air compressor storage tank
to a predetermined pressure with no flow, then discharging the
tank through the system while continuously monitoring instanta-
neous flow rate and pressure drop. The air compressor was dis-
abled during the blow-down. Blow-down testing allowed
pressure-drop measurements to be obtained over a much broader
flow range~both higher and lower flows! than steady-flow tests. It
also provided a complete pressure-drop versus flow-rate data set
over the entire flow-rate range of interest in a single test. Results
obtained with the steady-state and blow-down techniques were in
excellent agreement.

Data Reduction
In order to obtain heat transfer coefficients from the surface

temperatures measured during the transient heat-up of the test
section, the bottom surface of the test section is assumed to be-
have locally as a one-dimensional semi-infinite solid undergoing a
step change in surface convection heat transfer. For the 1.27 cm
thickness of the lexan test surface, the semi-infinite assumption is
valid for at least 88 s after initiation of the transient. The assump-
tion of a step-change in convection heat transfer is not exactly
correct because the mean air temperature at the test section actu-
ally increases slightly with time, due to heat transfer to the duct
wall downstream of the flow diversion location@14#. This mean-
temperature-depression effect is most serious at low Reynolds
numbers and for small values of elapsed time at image acquisi-
tion. However, auxiliary calculations and examination of prelimi-
nary data indicated that, for the geometry and flow conditions of
our tests and for the image acquisition times used, neglecting this
effect would not have a significant impact on the heat transfer
coefficient distribution results. The time-dependent surface tem-
perature for a semi-infinite solid subjected to this boundary con-
dition is given in@15#

T~0,t!2Ti

T`2Ti
512expS h2at

k2 DerfcS hAat

k D (1)

and if we let

u5
T~0,t!2Ti

T`2Ti
; g5

hAat

k
5

hAt

Arck
(2)

the equation reduces to

u512exp~g2!erfc~g! (3)

This equation represents the relationship between heat transfer
coefficient and surface temperature measured at a specific time

after the start of the test. It must be solved iteratively forg. How-
ever, since the camera pixel array includes over 78,000 pixels, it is
not practical to directly solve the equation at every pixel. Instead,
a look-up-table approach was used in the data-reduction scheme.
The measured temperature range for each thermal image is di-
vided into 100 increments, and a value of heat transfer coefficient
is obtained for each of these 100 temperatures by iteratively solv-
ing Eq. ~4!. Each actual pixel temperature is then converted to a
heat transfer coefficient by linear interpolation among the 100
increments.

Local heat transfer results are presented in terms of heat trans-
fer coefficient. Average heat transfer is presented in terms of Nus-
selt number based on channel height NuH5hH/k, parameterized
by the Reynolds number based on channel height ReH5rUH/m
5ṁ/mW. Pressure-drop results are presented in terms of friction
factor, defined as

f 5
DPr

G2/2~4L/Dh!
(4)

whereG is the mass flux at the minimum flow area,DP is the
pressure drop across the tube bundle, andL is the axial length of
the tube bundle. The hydraulic diameterDh is given by

Dh5
4LAmin

A
(5)

whereAmin is the minimum flow cross-sectional area, andA is the
total heat transfer surface area. Friction factors are parameterized
using the Reynolds number based on hydraulic diameter, ReDh

5GDh /m. Note that this friction factor definition does not include
any entrance or exit effects. Only core friction is considered
because the measured pressure drop only corresponds to core
friction.

Experimental Uncertainty
Estimates of the experimental uncertainties of the Reynolds

numbers, heat transfer coefficients, and friction factors presented
in this paper have been obtained based on constant-odds, 95%
confidence level@16#. For Reynolds numbers, the uncertainties
associated with the mass-flow meters and the viscosity were con-
sidered. For the heat transfer coefficients, individual uncertainties
in image-capture time, surface temperature, air temperature, and
substrate thermal product~Arck! were considered. For the friction
factors, uncertainties in mass flow rate, pressure drop, and air
density were considered. A plot indicating estimated uncertainties

Fig. 5 Experimental uncertainties
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for these quantities is presented in Fig. 5. Heat transfer coefficient
uncertainties are plotted againsth* 100. Therefore, if the heat
transfer coefficient value is 30,h* 10053000 and the uncertainty
in heat transfer coefficient is around 15%. Reynolds number un-
certainties are plotted against the respective Reynolds number val-
ues. Friction factor uncertainties are plotted against ReDh

. Rey-
nolds number and friction factor uncertainties increase
dramatically for very low flow rates, but are reasonable for Rey-
nolds numbers greater than 500. Friction factor uncertainties in-
clude contributions from both the mass flow meter and the pres-
sure transducer, both cited by the manufacturer as a percentage of
full scale. Observed repeatability of the flow-rate and pressure-
drop measurements were significantly better than the relative un-
certainty values shown in Fig. 5.

Results

Local fin-surface heat transfer distributions for the baseline case
of flow around an elliptical tube with no winglets were presented
in reference@1#. Local fin-surface heat transfer distributions for
flow around an elliptical tube with winglets are presented in Figs.
6 and 7 for four Reynolds numbers. Results for the case of a
single winglet pair are presented in Fig. 6. Results for the case of
two delta winglet pairs in a staggered array are presented in Fig. 7.
In these figures, flow is from bottom to top. The winglets are
visible in the figures near the upstream leading edge of the oval
tubes. Apparent heat transfer coefficients on the winglets them-
selves are not valid because the winglets protrude into the flow
and, therefore, do not behave as a semi-infinite solid. The slight

Fig. 6 Local fin surface heat transfer coefficients for an oval tube plus a single winglet pair
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asymmetry visible in the heat transfer images is due to the effect
of the slightly off-vertical viewing angle of the IR camera

Results presented in Fig. 6 clearly indicate local areas of high
fin-surface heat transfer in the stagnation region of the oval tube,
along the side of the oval tube, and downstream of the winglets.
Highest heat transfer coefficients are in the tube stagnation region.
The very high heat transfer coefficients, which would normally be
expected to occur at the fin leading edge in an actual finned tube,
are absent because the test section is preceded by both a momen-
tum and thermal entry length, as described in the Apparatus Sec-
tion. The horseshoe vortex that forms in the tube stagnation region
is swept downstream along the side of the tube as a longitudinal
vortex, producing a streak of high fin-surface heat transfer that
persists well downstream of the tube.

Each winglet produces two vortices: a primary vortex and a

corner, horseshoe-type vortex. The primary vortex, located di-
rectly downstream of the vortex generators, is formed by flow
separation along the top edge of the winglets. The corner vortex,
located outside of the main vortex, develops like a horseshoe vor-
tex on the upstream-facing pressure side of the winglets. The fin-
surface heat transfer enhancement associated with the primary
vortex is visible in the images of Fig. 6 directly downstream of
each winglet, starting about a half-winglet-length directly axially
downstream of each winglet. The heat transfer enhancement asso-
ciated with the corner vortex of each winglet is visible in the
images as a streak that begins on the upstream side of each
winglet and is swept to the outside and downstream. The heat
transfer effects of all three of these vortices are most distinctly
visible in the lowest Reynolds number case presented in Fig. 6. In
this figure, moving outward spanwise from the side of the tube,

Fig. 7 Local fin-surface heat transfer distributions for flow around an elliptical tube with two pairs of delta
winglets in a staggered configuration
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the tube horseshoe vortex, the primary winglet vortex, and the
corner winglet vortex are all visible. At the higher Reynolds num-
bers, the effects of the three vortices are still visible, but they tend
to merge together and become less distinct. At low Reynolds num-
bers, the wake region downstream of the oval tube represents a
very low heat transfer region. However, at higher Reynolds num-
bers, this region ‘‘fills in’’ due to the transition to turbulent flow in
the duct and in the boundary layers that form on the tube wall.
The enhancement of overall heat transfer associated with the de-
ployment of the winglets will be discussed later.

Local heat transfer results presented in Fig. 7 are similar to the
results shown in Fig. 6, but with two winglet pairs deployed in the
leading-edge region of the elliptical tube in a staggered configu-
ration. Local regions of high heat transfer associated with the tube
stagnation region, the tube horseshoe vortex, and the primary and
corner vortices produced by each winglet are all visible in the
images. Trends with increasing Reynolds number are also similar
to the single-winglet-pair case.

Mean fin-surface heat transfer coefficients have been calculated
based on the local heat transfer results for the seven flow configu-
rations studied to date~two detailed in this paper plus five detailed
in Refs.@1–2#!. For these calculations, only the active fin area is
considered. The areas covered by the tubes~circular or oval!or
the winglets are not included. Results of these calculations are
presented in Fig. 8 in the form of Nusselt number based on chan-
nel height NuH versus Reynolds number based on channel height
ReH . A small schematic of each flow configuration is shown in the
top of Fig. 8. Highest heat transfer coefficients were observed for
the case of a circular tube plus winglets with the winglets located
on the downstream side of the cylinder, oriented at a 45-deg angle
to the flow. The cases of oval tube plus one pair of winglets and
oval tube plus two pairs of winglets yielded similar mean heat
transfer results, with the single-winglet-pair configuration actually
producing higher heat transfer at the highest Reynolds numbers.
The addition of the single winglet pair to the oval-tube geometry
yielded significant heat transfer enhancement, averaging 38%
higher than the oval-tube, no-winglet case. Mean Nusselt numbers

for the cases of a circular tube without winglets and a single
delta-winglet pair with no tube yielded similar results. Heat trans-
fer results for the oval tube without winglets were quite low. Low-
est heat transfer coefficients, as expected, were produced by the
open-channel configuration.

In order to fully assess the performance of any of these flow
configurations, the pressure-drop behavior must be also consid-
ered. Results of the pressure-drop measurements obtained with the
single-channel, multiple-tube-row pressure drop apparatus are
presented in Fig. 9 in terms of friction factor versus Reynolds
number based on hydraulic diameter, as defined in Eqs.~4!–~5!.
Based on this definition, in the laminar regime, the highest friction
factors were observed for the open channel, followed by the oval-
tube cases and finally by the circular-tube cases. Actual pressure
drop magnitudes are in the opposite order. The friction factor re-
sults reflect the fact that the minimum-area mass fluxG is succes-
sively higher for the oval-tube cases and the circular-tube cases
for a specified total mass flow rate~note thatG2 appears in the
denominator of the friction-factor definition!. Open-channel data
agree well with the theoretical value of 24/ReDh

for laminar flow

in a parallel-plate channel. The friction factor data for all cases
tend to converge at higher~turbulent! Reynolds numbers, ap-
proaching the Petukov@17# correlation for turbulent-flow friction
factor. Friction factor results for cases with winglets are higher
than their respective baseline cases since the only quantity that is
different in calculating those friction factors is the magnitude of
the pressure drop. No correction is made to the minimum-flow
area for the winglet cases. It should be noted that because the
mean heat transfer results were obtained from the single-tube heat
transfer tests and the friction factor results were obtained from a
multiple-tube-row configuration, the heat transfer and friction fac-
tor results do not correspond to identical flow situations. This is
why the mean heat transfer results have not been converted to
j -factors for presentation on the same graph as the friction factors,
as is standard practice for presentation of heat exchanger results.

Fig. 8 Mean fin-surface Nusselt numbers for seven flow configurations, based on local heat transfer results
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We are in the process of developing a new apparatus that will
provide both overall heat transfer and pressure-drop results for an
entire tube bundle.

Conclusions
An experimental study of forced convection heat transfer in a

narrow rectangular duct fitted with an elliptical tube and one or
two delta-winglet pairs has been performed. The duct was de-
signed to simulate a single passage in a fin-tube heat exchanger.
Heat transfer measurements were obtained using a transient tech-
nique in which a heated airflow is suddenly introduced to the test
section. High-resolution local fin-surface temperature distributions
were obtained at several times after initiation of the transient us-
ing an imaging infrared camera. Corresponding local fin-surface
heat transfer coefficients were then calculated from a locally ap-
plied one-dimensional semi-infinite inverse heat conduction
model. Pressure-drop measurements have also been obtained for
similar elliptical-tube and winglet geometries using a separate
single-channel, multiple-tube-row pressure-drop apparatus. The
pressure-drop apparatus includes four tube rows in a staggered
array. Heat transfer and pressure-drop results were obtained over a
Reynolds number range based on duct height of approximately
600–6500.

Local heat transfer results clearly indicate areas of high fin-
surface heat transfer in the stagnation region of the oval tube,
along the side of the oval tube, and downstream of the winglets.
Highest heat transfer coefficients are in the tube stagnation region.
The local heat transfer enhancement associated with both the pri-
mary vortex and the corner, horseshoe-type vortices produced by
each winglet are visible in the heat transfer images. Evaluation of
mean fin-surface heat transfer coefficients indicated that the addi-
tion of the single winglet pair to the oval-tube geometry yielded
significant heat transfer enhancement, averaging 38% higher than

the oval-tube, no-winglet case. The corresponding increase in fric-
tion factor was very modest, less than 10% at ReDh

5500 and less
than 5% at ReDh

55000. Highest mean heat transfer coefficients
were observed for the case of a circular tube plus winglets with
the winglets located on the downstream side of the cylinder, ori-
ented at a 45-deg angle to the flow.
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Nomenclature

a 5 elliptical tube major axis half length, cm
A 5 tube bundle heat transfer surface area, m2

Amin 5 minimum flow cross-sectional area, m2

b 5 elliptical tube minor axis half-length, cm
c 5 specific heat, J/kg K

Dh 5 duct hydraulic diameter, cm
f 5 friction factor

G 5 air flow mass flux, kg/m2 s
h 5 heat transfer coefficient, W/m2 K

hw 5 winglet height, cm
H 5 channel height, cm
k 5 thermal conductivity, W/m K
L 5 test section length, tube bundle length, cm
ṁ 5 air mass flow rate, kg/s

NuH5hH/k 5 Nusselt number based on channel height

Fig. 9 Friction factors measured for six flow configurations, steady-state and blow-down results
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DP 5 pressure drop across tube bundle, Pa
ReH5rUH/m 5 Reynolds number based on channel height

ReDh
5GDh /m 5 Reynolds number based on hydraulic diam-

eter
t 5 time, s

T 5 temperature, K
Ti 5 initial temperature, K
T` 5 flow mean temperature, K
U 5 mean flow velocity, m/s
W 5 channel width, cm
a 5 lexan thermal diffusivity, m2/s
r 5 density, kg/m3

g5 hAt/Arck 5 nondimensional heat transfer coefficient
u5 T(0,t)2Ti /

T`2Ti 5 nondimensional temperature difference
m 5 air absolute viscosity, N s/m2
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Three-Dimensional Forced Convection
in Plane Symmetric Sudden
Expansion

J. H. Nie and B. F. Armaly*
Department of Mechanical and Aerospace Engineering,
and Engineering Mechanics, University of
Missouri–Rolla, Rolla, MO 65401

Simulations of three-dimensional laminar forced convection in a
plane symmetric sudden expansion are presented for Reynolds
numbers where the flow is steady and symmetric. A swirling ‘‘jet-
like’’ flow develops near the sidewalls in the separating shear
layer, and its impingement on the stepped wall is responsible for
the maximum that develops in the Nusselt number adjacent to the
sidewalls and for the reverse flow that develops in that region. The
maximum Nusselt number on the stepped wall is located inside the
primary recirculation flow region and its location does not coin-
cide with the jetlike flow impingement region. The results reveal
that the location where the streamwise component of wall shear
stress is zero on the stepped walls does not coincide with the outer
edge of the primary recirculation flow region near the sidewalls.
@DOI: 10.1115/1.1795242#

Introduction
Flow separation in internal flow and its subsequent reattach-

ment, caused by sudden changes in geometry, occur in many en-
gineering applications where heating or cooling is required. These
applications appear in electronic cooling equipment, cooling of
turbine blades, combustion chambers, and many other heat ex-
changing devices. The flow and the heat transfer in most of these
applications exhibit three-dimensional~3D! behavior, but most of
the published results have treated only two-dimensional~2D!
problems@1–4#. Experimental and numerical studies@5–9# have
shown that two-dimensional laminar flow in plane symmetric sud-
den expansion undergoes a bifurcation from symmetric to asym-
metric equilibrium states at a critical Reynolds number. The flow
symmetry breaks down when the Reynolds number is higher than
the critical value, and recirculation flow regions of different size
develop adjacent to the two symmetric stepped walls. Flow with
Reynolds numbers below the critical value is steady and symmet-
ric. Cherdron et al.@10# demonstrated experimentally that the
critical Reynolds number increases with decreasing both the as-
pect ratio and the expansion ratio of the duct. They established
that for a duct with expansion ratio (ER5H/h, whereH and h
are duct heights downstream and upstream from the step, respec-
tively! of 2 and aspect ratio (AR5W/H, whereW is width of
duct!of 8, the flow is steady and symmetric for Reynolds number
(Re52ru0h/m, wherer is density,u0 is the average inlet velocity,
and m is the dynamic viscosity! equal to or smaller than 150.
Chiang et al.@11# examined the effects of the aspect ratio on the
developments of flow asymmetry and established that, for an ex-
pansion ratio of 3 and a Reynolds number of 160, the flow is
steady and symmetric when the upstream aspect ratio is smaller
than 3.5. All of the published work on the plane symmetric ex-
pansion geometry has been limited to examining the fluid flow
behavior only, and none, to the authors’ knowledge, has been pub-
lished about the resulting convection heat transfer in this geom-

etry. This fact, along with the realization that such geometry ap-
pears regularly in many industrial heat transfer devices, motivated
the present study.

Problem Statement and Solution Procedures
Three-dimensional laminar forced convection in plane symmet-

ric sudden expansion is simulated, and a schematic of the compu-
tational domain is presented in Fig. 1. The duct’s heightsH andh
downstream and upstream of the expansion respectively are 0.04
m and 0.02 m. The step heightS and the duct’s widthW are
maintained as 0.01 m and 0.08 m, respectively. This provided a
configuration with an expansion ratio of 2 and an upstream aspect
ratio of 4. The origin of the coordinate system is located at the
bottom corner of the step where the sidewall, the backward-facing
step, and the stepped-wall intersect, as shown in Fig. 1. The di-
rections of the streamwise (x), spanwise (z), and transverse (y)
coordinates are shown in that figure. The length of the computa-
tional domain is 0.5 m downstream and 0.02 m upstream of the
step, respectively, i.e.,22<x/S<50. This choice was made to
ensure that the flow at the inlet section of the duct (x/S522) is
not affected by the sudden expansion in geometry at the step and
the flow at the exit section of the duct (x/S550) can be treated as
fully developed. It was confirmed that the use of a longer compu-
tational domain did not change the flow behavior in the region
downstream from the step (x/S,25). The three-dimensional
Navier-Stokes, energy, and continuity equations for laminar
steady incompressible flow are solved numerically using the finite
volume method. The physical properties are treated as constants
and evaluated for air at the inlet temperature ofT0520°C @i.e.,
density r is 1.205 kg/m3, specific heatCp is 1005 J/(kg•°C),
dynamic viscositym is 1.8131025 kg/(m•s), and thermal con-
ductivity k is equal to 0.0259 W/(m•°C)]. Inlet flow (x/S5
22, 1<y/S<3, for all z) is considered to be isothermal (T0
520°C), hydrodynamically steady and fully developed with a
distribution for the streamwise velocity componentu equal to the
one described by Shah and London@12# for fully developed lami-
nar flow in a rectangular duct. The other velocity components (v
and w) are set to be equal to zero at that inlet section. No slip
condition ~zero velocities!is applied to all of the wall surfaces.
Uniform and constant wall heat flux (qw55 W/m2) is specified
for the stepped wall (y/S50 and 4, 0<x/S<50, for all z), while
other walls are treated as adiabatic surfaces. At this low wall heat
flux, the buoyancy effects are negligible and can be neglected in
the simulation. Fully developed flow and thermal conditions are
imposed at the exit section (x/S550, for all y and z) of the
calculation domain by equating the streamwise gradients of all
quantities to zero at the exit. The governing equations are dis-
cretized using the finite volume method, and a line-by-line method
combined with the alternating direction implicit~ADI! scheme is
used to solve the resulting finite voulme equations. The SIMPLE
algorithm is utilized for the computation of pressure correction in
the iteration procedure. Hexahedron volume elements and a non-
uniform grid system are employed in the simulations. The grid is
highly concentrated close to the step and near the step corners in
order to ensure the accuracy of the numerical simulations. Com-
parisons of computedu-velocity profiles at different streamwise
locations with the measurements of Fearn et al.@8# are presented
in Fig. 2. Very good agreement between measured and predicted
values can be seen in that figure, thus validating the current simu-
lation code. Additional details about the numerical methods and
code validation can be found in Ref.@13#. Results from several
grid densities for a Reynolds number (Re5150) were used in
developing a grid independent solution for this study. The velocity
and temperature values at a selected point in the flow domain are
presented in Table 1 for different computational grids. A grid of
190356356 was selected for these simulations. Using a finer
grid of 210376376 resulted in less than 1% difference in the
predicted results. The convergence criterion required that the
maximum relative mass residual based on the inlet mass be less
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than 1026. All calculations were performed on Hewlett-Packard
Visualize B1000 workstations. One iteration required approxi-
mately 168 s when the total number of grid points was about
5.83105.

Results and Discussions
Simulations of the flow and thermal fields were performed for

the Reynolds numbers of 50, 100, and 150. These Reynolds num-
bers are smaller than the critical value for flow bifurcation in this
geometry@6,9,10#. Simulated distributions of velocity components

(u, v, and w) and temperature at selected planes downstream
from the sudden expansion revealed that the flow and heat transfer
is symmetric relative to the center planes of the duct@13#.

The general flow features downstream from the sudden expan-
sion were discussed in details in Ref.@13#; they consist of a down-
wash, which develops adjacent to the sidewall, that flows directly
into the primary recirculation flow region in swirling motion
while moving toward the center of the duct. A swirling ‘‘jetlike’’
flow also develops in the separating shear layer adjacent to the
sidewall, and that flow impinges on the stepped wall at a distance
of approximatelyz/L50.5. A fraction of the impinging jetlike
flow reverses its direction and moves upstream, both toward the
sidewall and the center of the duct, into the primary recirculation
flow region adjacent to the step and into the reverse flow region
that develops adjacent to the sidewall. Limiting streamlines on a
plane parallel to the stepped wall (y/S50.01) and to the sidewall
(z/L50.01), which are shown in Fig. 3, illustrate some of this
behavior. The limiting streamlines on a plane parallel to the
stepped wall (y/S50.01) are used to identify the outer boundary
of the primary recirculation flow region (xb line!. This boundary
line, (xb line!, is determined by the criterion that streamlines on
both sides of this boundary line move in opposite directions:
streamlines upstream from this line flow upstream toward the step,
and streamlines downstream from this line flow downstream and
away from the step. The ‘‘sourcelike’’ point that appears on the
stepped wall (y/S50.01) is the impingement location of the jet-
like flow. At this singular point, both the streamwise component
(m]u/]yuy50) and the spanwise component (m]w/]yuy50) of the
wall shear stress are zero. Some of the rebounded streamlines,
after the jetlike impingement, move first downstream and later
reverse their direction upstream while moving toward the side-
wall, and in that process a reverse flow region develops adjacent
to the sidewall. The size~length in the streamwise direction! of
the reverse flow region adjacent to both the sidewall and the
stepped wall increases with increasing Reynolds numbers. Distri-
bution of thexu line @a line identifying the locations where the
streamwise component of the wall shear stress (m]u/]yuy50
50) is zero at the stepped wall# is presented also in this figure.
This definition is commonly used to define reattachment length in
2D separated-reattached flow in this geometry. The spanwise dis-
tribution of that line is relatively uniform at the center region of
the duct (0.5,z/L,1.0), and then it increases almost linearly to
its maximum value at the sidewall. The outer boundary of the
primary recirculation region (xb line! is different from thexu line,
the bold solid line in Fig. 3 where the streamwise component of
the wall shear stress is zero on the stepped wall for three-
dimensional flow~especially near the sidewall!, but they are iden-
tical to each other for two-dimensional flow~i.e., at the center of
a duct with large aspect ratio!.

The results in Fig. 4 map the distributions of various parameters

Fig. 1 Schematic of the computation domain

Fig. 2 Comparison with the measured results of Fearn et al.
†8‡ „u -velocity distribution, at different streamwise locations on
the plane of symmetry at Re Ä26…

Table 1 Velocities and temperatures at x ÕSÄ10, y ÕSÄ1, and
zÕLÄ0.5 for different computational grids „ReÄ150…

Grid
x3y3z
Grid size u ~m/s! T(°C)

xu /S
z/L51 andy/S50.01

1 90320320 0.0375781 20.8691 3.604308
2 100326326 0.0364984 20.9106 3.747488
3 120336336 0.0363543 20.9109 3.832524
4 150346346 0.0364438 20.9020 3.916536
5 180356356 0.0366213 20.8991 3.959706
6 190356356 0.0366294 20.8985 3.961865
7 210376376 0.0366651 20.8968 3.972831

Fig. 3 Limiting streamlines on planes parallel to the stepped
wall „y ÕSÄ0.01… and sidewall „zÕLÄ0.01…
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on a plane parallel to the stepped wall (y/S50.01). The color in
that figure designates the value of the mean transverse velocity
component (v) on that plane. Regions with positive and negative
mean transverse velocity components can be easily identified in
that figure. Lines identifying the locations where a! the mean
transverse velocity component is zero (v50); b! the gradient of
the mean streamwise velocity component is zero (]u/]yuy5050,
the xu line!; c! the gradient of the mean spanwise velocity com-
ponent is zero (]w/]yuy5050, thexw line!; d! the Nusselt number
is a maximum; e!the negative transverse velocity2v is a maxi-
mum; and f!the outer edge of the primary recirculation region (xb
line! are shown in this figure. A line identifying the locations
where the wall shear stress is a minimum is also presented in this
figure, but that line is almost identical to thexu line because the
magnitude of (]w/]y)2 is much smaller than that of (]u/]y)2 in
that region. The location where the jetlike flow impinges on the
stepped wall and the location where the Nusselt number is a maxi-
mum are also identified in this figure. The location of the maxi-
mum Nusselt number is upstream from the jetlike impingement
location, inside the primary recirculation flow region. The signifi-
cant spanwise flow that develops in the impingement region influ-
ences the wall heat transfer and causes the maximum Nusselt
number to develop away from the jet impingement region. It is
interesting to note that the line for the maximum transverse veloc-
ity on that plane is the closest one to the line locating the maxi-
mum Nusselt number. The significant spanwise flow inside the
primary recirculation flow region can be seen clearly in that fig-
ure. The two lines that have been identified in this figure~the xu
line and thexb line! do not identify the location of reattachment
region near the sidewall for this three-dimensional flow. This con-
clusion is reached from the fact that a region in Fig. 4 near the
sidewall (z/L,0.2) has a positive mean transverse velocity com-
ponentv ~i.e., fluid is moving away from the stepped wall rather
than toward it!. Hence, the segments of thexu line and thexb line
that are inside this region are not part of the reattachment line/
region. Part of the boundary of the primary recirculation region
(xb line! that is downstream from thexu line develops from the
rebound of the jetlike flow impingement, and that fluid ends up
reversing its direction and flowing upstream toward the step. The
swirling, spanwise, and jetlike flows that develop in this geometry
adjacent to the stepped wall make it very difficult to identify,
numerically and/or experimentally, a reattachment line/region that
can be used for code and/or apparatus validation. However, any
one of the lines that have been identified in this figure can be
located by using simulated flow and thermal fields and, in prin-
ciple, can also be measured. Any one of these lines can be used

for code and/or apparatus validation. The easiest one of these to
measure, however, is the location where the gradient of the mean
streamwise velocity component is zero (]u/]yuy5050) and for
that reason it is recommended for use in benchmark studies for
this geometry.

The distribution of the Nusselt number (Nu5qwS/k(Tw
2T0), where Tw is wall temperature! on the stepped wall is
shown in Fig. 5. Locations of the maximum Nusselt number
Numax, impingement location of the jetlike flow and the location
where the wall shear stress is a maximum are identified in this
figure. The spanwise distribution of the line that locates where the
Nusselt number is a maximum and thexu line are also shown in
this figure. Thexu line moves further downstream as the Reynolds
number increases, and its maximum appears at the sidewalls
(z/L50 and 2.0!. Similarly theNumax line moves further down-
stream from the step and its maximum value moves closer to the
sidewalls as the Reynolds number increases. The magnitudes of
the maximum Nusselt number for the cases of Re550, 100, and
150, are 0.787, 0.837, and 0.859, respectively. Similarly the dis-
tributions of the friction coefficient@Cf52tw /ru0

2 , where tw

5mA(]u/]y)21(]w/]y)2] on the stepped wall are shown in Fig.
6. The friction coefficient on the stepped wall develops a maxi-
mum at the center width of the duct inside the primary recircula-
tion flow region, and its magnitude decreases to a minimum at the

Fig. 4 Velocity field on a plane parallel to the stepped wall
„y ÕSÄ0.01…

Fig. 5 Distribution of the Nusselt number on the stepped wall
„h jet-impingement, d maximum Nusselt number, m maximum
friction coefficient …
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reattachment region. Its magnitude then increases gradually as the
distance from the step increases in the redeveloping flow region
with a maximum developing at the center width of the duct. The
xu line moves further downstream from the step as the Reynolds
number increases, but its spanwise distribution does not exhibit
the minimum near the sidewall that has been observed for a single
backward-facing step flow geometry@2#.

Conclusions
Simulations of three-dimensional laminar forced convection in

plane symmetric sudden expansion in rectangular duct with an
expansion ratio of 2 and an aspect ratio of 4 are presented for
Reynolds numbers of 50, 100, and 150. For this Reynolds number
range, the flow is steady and symmetric relative to the center

width of the duct. The fluid that is attaching to and/or flowing
adjacent to the stepped wall originates at the inlet section from a
very narrow region that is adjacent to the sidewall. A swirling
jetlike flow develops in the separating shear layer, and a reverse
flow region develops near the sidewall. The spanwise distributions
of the lines locating the positions where the streamwise wall shear
stress is zero (xu line! are relatively uniform~flat! near the center
width of the duct but increase, almost linearly, as they approach
the sidewall. Thexu line moves further downstream as the Rey-
nolds number increases, and its maximum appears at the side-
walls. The maximum Nusselt number is located inside the primary
recirculation flow region and that location does not coincide with
the impingement location of the jetlike flow. Similarly, theNumax
line moves further downstream from the step, and its maximum
value moves closer to the sidewalls as the Reynolds number in-
creases. The line locating the outer edge of the primary recircula-
tion flow region is different from the line locating the positions
where the streamwise component of the wall shear stress is zero
near the sidewall, and neither one of these lines represent the
reattachment locations in that region. The strong transverse flow
that develops adjacent to the stepped wall makes it very difficult
to identify from either simulations and/or measurements the loca-
tions of the reattachment region in this geometry.
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This paper deals with heat transfer in fully developed laminar
flow in cylindrical ducts. For this type of flow, the product of
friction factor with Reynolds number fReand the Nusselt number
are both constants. It is known that the Nusselt number increases
with the shift of boundary condition from constant wall tempera-
ture to constant heat flux. Also, the ratio of the Nusselt number to
f Re increases when the convexity of the duct is reduced, e.g., a
cylinder visavis parallel plates. This paper gives a simple physical
explanation for these two phenomenona.
@DOI: 10.1115/1.1800511#

Introduction
Many graduate level textbooks discuss the pressure drop and

heat transfer for fully developed laminar flow in cylindrical ducts.
The books by Kays and Crawford@1# and Bejan@2# give the
analytical solutions for circular tubes. The reference book by
Kakaç et al.@3# provides full solutions for a large number of dif-
ferent channel cross sections. Table 1 shows representative data
for selected geometries that are taken from Kays and London@4#.
The analytical and numerical solutions show that, e.g., for a round
tube, the Nusselt numbers for the boundary conditions of constant
wall temperature (NuT) and constant heat flux (NuQ) are, respec-
tively, 3.66 and 4.36. For other cross sections, the ratio of both
Nusselt numbers varies from 0.78 to 0.92. More remarkable is the
variation of the ratio Nu/(f Re) with geometry, wheref is the
Fanning friction factor and Re is the Reynolds number. With Nu
taken for the constant heat flux boundary condition, the ratio
Nu/( f Re) varies from 0.23 for triangular ducts to 0.34 for parallel
plates. This shift in value for the Nu/(f Re)-ratio with geometry is
not without significance as many heat exchangers use elliptical or
flat tubes to transfer heat at a reduced pressure drop when com-
pared to round tubes. These facts have been known for a long time
and are reported in most heat transfer text books@1–5#. Bejan@2#
discusses the applicability of the concept of hydraulic diameter for
laminar flow. However, the physical explanation of the variation
of the Nusselt number with thermal boundary conditions and the
nonlinear increase of Nu withf Re is generally absent. Only Kays
and Crawford@1# give a physical explanation for the increase of
Nu with the shift of constant temperature to constant heat flux
boundary. The following paragraph provides an explanation based
upon a simple boundary layer type analysis. The mathematics are
such that the analysis could be incorporated in intermediate level
heat transfer text books.

Problem Statement
Consider a cylindrical duct with cross sectionAc and an inter-

nal wall areaA which is uniformly distributed along its lengthL.
This duct has a hydraulic diameter given byDh54AcL/A. Let x
measure the distance along the cylinder axis andy en z are rect-

angular coordinates normal to the surface. Letu represent the
axial velocity. The heat transfer is modeled with the transport
equation for energy in terms of the fluid temperatureT

kF ]2T

]y2
1

]2T

]z2 G5ruc
]T

]x
(1)

For constant fluid properties, the mean velocity and temperature
are defined as

um5
1

Ac
E

Ac

u dy dz Tm5
1

umAc
E

Ac

uTdy dz (2)

The cross-sectional averaged energy equation for the duct can be
written as

rumc
dTm

dx
5

A

LAc
h~Tw2Tm!54Nu

k

Dh
2

~Tw2Tm! (3)

where the Nusselt number is introduced ashDh /k. The tempera-
ture distribution is written in terms of a dimensionless functionf

T~x,y,z!5Tw~x,y,z!2~Tw~x,y,z!2Tm~x!!f~y/Dh ,z/Dh!
(4)

This function is subject to two boundary conditions

fuwall50 and
1

umAc
E

Ac

ufdy dz51 (5)

Using this functionf, the axial derivative of the temperature can
be written as

constant wall temperature:
]T

]x
5f

dTm

dx
(6)

constant wall flux:
]T

]x
5

dTm

dx

This last equation is valid because, for laminar flow, the heat
transfer coefficient is constant and thus, for a constant heat flux,
Tw2Tm is constant.

Boundary Layer Approach
Consider a small region of the duct near the wall. Redefiney to

be the local ordinate normal to the wall and directed inward. De-
fine a dimensionless variableh

h5
y

Dh
(7)

Near the wall, the local temperature distribution can be rewritten
in terms ofh as

T~x,h!5Tw2~Tw2Tm~x!!f~h! with f~0!50 (8)

Using Eqs.~3! in combination with~6!, the transport equation~1!
can be written in termsf andh as

d2f

dh2
524Nu

u

um
fn (9)

where n50 for a constant heat flux boundary andn51 for a
constant wall temperature boundary. Near the wall, the velocity
can be approximated with a linear profile

u5h
du

dhU
h50

(10)

where the gradient of the velocity can be found from the definition
equation for the friction factorf

m
du

dyU
y50

5 f
rum

2

2
⇒ du

dh
5

f Re

2
um (11)

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 18,
2004; revision received August 4, 2004. Editor: V. Dhir.

840 Õ Vol. 126, OCTOBER 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The transport equation near the wall~9! can finally be written as

d2f

dh2
522Nu~ f Re!fnh522Ch with C5Nu~ f Re!fn

(12)

where the variableC represents the local curvature of the tempera-
ture profilef with h. C is proportional to the rate of change in the
axial direction of the thermal energy carried by the fluid layers
that are adjacent to the wall. To fully appreciate this form of the
transport equation, the integral boundary condition of Eq.~5! has
to be considered.

Figure 1 shows representative qualitative profiles off~h! with
the variableC as a parameter. The transport equation tells that the
gradient of the cross-wise temperature distribution is maximal at
the wall and, asC increases, this gradient decreases faster in the
direction of h normal to the wall. Together with the integral
boundary condition, i.e., the overall energy balance, this faster
decrease has the effect of steepening the temperature distribution
near the wall, as indicated in the figure. The Nusselt number is
linked to the gradient of the temperature profile at the wall. From
the definition of the heat transfer coefficient, it follows that:

q5h~Tw2Tm!5k
]T

]y
⇒Nu5

df

dhU
h50

(13)

As C increases, so does the Nusselt number because of the
steepening.

Factors that affect the magnitude of the curvatureC are:

1. The thermal boundary condition. Becausef50 at the wall,
f,1 near the wall. Forn51, this reduces the variableC and
thus reduces the gradient at the wall. Forn50, the value of
f has no effect. Physically, this is explained as follows. With
the constant wall temperature boundary condition, the axial
rate of change of the thermal energy of the fluid layers ad-
jacent to the wall is smaller than that of the mean flow, and
therefore the heat transfer from the wall that is needed to
accommodate this axial variation is small. With the constant
heat flux boundary condition, this axial rate of change is
equal to the rate of change of the mean flow, and therefore
the heat transfer is larger.

2. The productf Re. As the cross-sectional shape of the duct
varies, so does thef Re-value. Compare for instance a cir-
cular duct that is deformed into a flat duct. Due to this
change of cross section, the productf Re will increase and
consequently the variableC will increase and thus the rate of
curvature off will increase. Physically, this means that as
f Re increases, the axial rate of change of the energy of the
fluid layers adjacent to the wall is increased due to an in-
crease in mass flux. The heat transfer from the wall to ac-
commodate this axial rate of change must therefore increase
as well. As a result, the Nusselt number will increase.

3. The Nusselt number. An increase off Re due to a change in
cross section of the duct will increase the curvature of the
temperature profile. As consequently the temperature gradi-
ent at the wall increases, so does the Nusselt number, which
in turn increases the curvatureC even more. There exists a
sort of cumulative effect. As the heat transfer from the wall
increases due to a higher wall shear, the axial rate of change
of the energy of the fluid layers adjacent to the wall in-
creases. This increase will lead to a steepening of the tem-
perature profile, which, in turn, increases the heat transfer
even more. This cumulative effect explains why the Nusselt
number increases more than linear withf Re, and thus ex-
plains why the factor Nu/(f Re) increases withf Re.

Conclusions
The change of Nusselt number with the productf Re and the

type of boundary condition is explained with a simple boundary
layer approach to the transport equation of energy. It is shown that
the Nusselt number increases with the curvature of the cross-wise
temperature distribution because the integral energy equation acts
a constraint on the overall shape of the temperature profile. It can
be easily shown that the boundary condition of constant wall tem-
perature reduces the curvature whereas the constant heat flux
boundary condition doesn’t. This explains why the Nusselt num-
ber changes with the shift in boundary condition. The curvature of
the temperature profile is proportional to the velocity gradient,
which is characterized byf Re, and is proportional to the Nusselt
number itself. It is this feedback that explains why the Nusselt
number increases more than linear withf Re.

Nomenclature

Ac 5 cross-sectional area
A 5 tube inner wall area
c 5 specific heat
C 5 curvature parameter

Dh 5 hydraulic diameter
f 5 Fanning friction factor
h 5 heat transfer coefficient
k 5 thermal conductivity
L 5 axial flow length
n 5 boundary type index

Nu 5 Nusselt number

Table 1 Friction factor and Nusselt number for fully developed
laminar flow in ducts of various cross-sections

Geometry f Re NuT NuQ NuQ / f Re

triangular 13.33 2.47 3.11 0.233
square 14.2 2.98 3.81 0.268
circular 16 3.66 4.384 0.274
rectangular~1! 18.3 4.44 5.33 0.291
rectangular~2! 20.6 5.60 6.49 0.315
parallel plates 24 7.54 8.235 0.343

~1!aspect ratio 4.
~2!aspect ratio 8.

Fig. 1 Change of temperature profile as a function of the dis-
tance normal to the wall with the curvature C
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Re 5 Reynolds number
T 5 temperature
u 5 fluid axial velocity
x 5 cartesian ordinate along the cylinder axis
y 5 cartesian ordinate normal to the cylinder wall
z 5 cartesian ordinate normal tox-y plane
h 5 dimensionless distance normal to the wall
f 5 dimensionless temperature profile
r 5 fluid density

( )m 5 cross-sectional mean
( )w 5 wall
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A numerical investigation of the temperature field in a turbulent
flume is presented. We consider the effect of the Prandtl number
on the convection velocity of temperature fluctuations in a turbu-
lent boundary layer, and focus also on the effect of the Prandtl
number on the connection between the velocity and the tempera-
ture fluctuations. Close to the wall, y1,2, convection velocities
of the temperature fluctuations decrease with an increase in the
Prandtl number, i.e., the scale dependence becomes significantly
important. In the region y1,2 the relation of the convection
velocity of the temperature fluctuation to that of the velocity fluc-
tuation may be expressed as UcT

1 5Ucu
1 Pr21/3 and Ucq

1

5Ucu
1 Pr21/2 for isothermal and isoflux wall boundary condition,

respectively. @DOI: 10.1115/1.1797032#

Keywords: Heat Transfer, Temperature, Turbulent

1 Introduction
Turbulent thermal or concentration boundary layer evolving on

a flat plate has been one of the most important problems in turbu-
lent heat transfer research. In the problem of heat transfer by fluid
flow, the Prandtl number can range from the order of unity for gas
to hundreds and thousands for oil. In the problem of mass transfer,
the Schmidt number can range from unity for gaseous substances
in air, to hundreds for salinity in water, and to thousands for color
dyes in water. In the case of heat transfer at low and moderate
Prandtl~Schmidt!numbers, a significant temperature~concentra-
tion! gradient exists not only in the diffusive sublayer but also in
the region outside the sublayer. High Prandtl number heat transfer
is of special importance in the understanding scalar transfer con-
trolled by turbulent motions very close to the wall.

Mass transfer through the solid boundary of a turbulent channel
flow was analyzed by Calmet and Magnaudet@1# using large-eddy
simulation~LES! for Schmidt numbers Sc51, 100, and 200. The
study confirmed the conclusion that high Schmidt-number mass
transfer at a solid wall is governed by the large-scale structures
observed in planes parallel to the wall in the viscous sublayer.
LES of turbulent channel flow for the Schmidt number from 0.1
up to 200 has been performed by Dong et al.@2# to investigate the
effect of the Schmidt number on the turbulence behavior. The
behavior of the mean and fluctuating concentrations and turbulent
mass flux was discussed.

The numerical calculation, can reasonably predict the fluctuat-
ing quantities, the correlation’s of the fluctuations, and the struc-
tures of the scalar field. Yeung et al.@3# used the DNS to study the
mass diffusion with Sc up to 4. Similar studies on passive heat
transfer with the Prandtl number Pr,10 were reported by Na
et al. @4#, Kawamura et al.@5#, Lyons et al.@6#. Scalar transport
from sources at the wall of a turbulent channel for medium and
high Prandtl number fluids was studied by Papavassiliou@7#.

Direct numerical simulations of turbulent thermal boundary
layers, at Pr50.7, developing on a flat plate with isothermal and
isoflux wall boundary conditions were carried out by Kong et al.
@8#. It was shown that the behavior of the turbulent wall-normal
heat flux is similar to that of the Reynolds shear stress, indicating
close correlation between the streamwise velocity and temperature
fluctuations. Turbulent temperature boundary layers at Pr50.7 and
Pr55.4 have been considered by Tiselj et al.@9# to show how the
change in the Prandtl number and in the thermal boundary condi-
tions affects the dissimilarity between the momentum and scalar
transport. Na and Hanratty@10# conducted DNS study of passive
scalar transport in the immediate vicinity of a wall. The Schmidt
number was varied from 1 to 10. An increase in the Schmidt
number was associated with a marked decrease in the frequency
of the mass transfer fluctuations. Although the investigation was
conducted in an Eulerian frame, the authors proposed that in the
region very close to the wall the fluctuations of turbulent scalar
field might be connected to convection velocity of near-wall co-
herent structures.

In many problems of scalar transfer, the dominant mechanism is
advective transport in turbulent boundary layer. In these situations
it is particularly useful to adopt a Lagrangian viewpoint, with an
observer following the motion of the fluid. Lagrangian quantities
from numerical simulations, reported in the literature include, for
example, the propagation velocity of perturbations in turbulent
channel flow Kim and Hussain@11#, the structure of turbulent
boundary layers, Krogstad and Antonia@12#, tracking of coherent
thermal structures on a heated wall, Kowalewski et al.@13#.

The idea that coherent structures of the temperature field are
convected downstream by the mean flow at an average velocity is
a useful one in the study of heat-transfer mechanism. That means
that the time variations of the temperature field observed at a fixed
point in the flow would be approximately the same as those due to
convection of an unchanging spatial pattern past the point with the
mean convection velocity. Convection velocity depends on the
Prandtl number, but the relationship is not presented in the litera-
ture.

In the present study we consider the effect of Prandtl number on
the convection velocity of temperature fluctuations in a turbulent
boundary layer and focus also on the effect of Prandtl number on
the connection between the velocity and temperature fluctuations.
Apart from fundamental understanding we also aim at providing
information on the effect of the thermal wall boundary condition
on turbulent scalar field.

2 Numerical Procedure
Infinite flume geometry, Tiselj et al.@9#, was used for numerical

simulations of turbulent heat transfer. The flow above the infinite
heated bottom wall is driven by a constant pressure gradient,
whereas the top surface is free. Simulations assume a section of
the flow far from inlet, where a steady mean velocity profile is
established. Mean wall temperature is increasing linearly in the
streamwise direction, however, the mean temperature difference
between the wall and bulk of the fluid does not depend on the
streamwise coordinate in the simulated domain. These assump-
tions on the physical model allow implementation of periodic
boundary conditions in streamwise and spanwise directions after
the constant pressure and temperature gradients are appropriately
treated.

With assumptions above the dimensionless Navier-Stokes and
energy equations are normalized by the flume heighth, the friction
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velocity ut5Atw /r, and the friction temperature Tt
5qw /(utrcp), the shear stress is defined astw52m(du/dy)w ,
qw is the constant mean wall heat flux,r is the density,cp is the
specific heat,m is the dynamic viscosity, such scaling can be
found in the papers of Kasagi@14# or Kawamura@5#. Then the
nondimensional equations are given as

¹•u150 (1)

]u1

]t
52¹•~u1u1!1

1

Ret
¹2u12¹p1 lx (2)

]u1

]t
52¹•~u1u1!1

1

Ret Pr
¹2u11

ux
1

uB
1

(3)

The term lx ~unit vector in streamwise direction! in Eq. ~2!
comes from the constant pressure gradient that drives the flow and
p represents only the fluctuating part of the pressure. The term
ux

1/uB
1 in energy Eq.~3! is a compensating term that takes into

account linear increase of the mean temperature in the streamwise
direction, with instantaneous streamwise component of the veloc-
ity ux

1 , and the mean bulk velocityuB
1 . Pr is the Prandtl number,

Ret5uth/n is the friction Reynolds number.
Dimensionless wall temperature difference is defined as

u1(x,y,z,t)5@^Tw&2T(x,y,z,t)#/Tt , with ^Tw& temperature of
the wall averaged over the time,T(x,y,z,t) is the fluid tempera-
ture, x, y, z are coordinates in the streamwise, wall-normal and
spanwise direction, respectively.

Boundary conditions for the velocity components on the top
free surface, parallel to the wall aredu/dz50 and dw/dz50,
while the wall-normal velocity isv free surface50. It should be noted
that velocity boundary condition at the free surface does not take
into account the surface waves. Experiments by Hetsroni et al.
@15# and DNS simulations of Lam and Banerjee@16# showed that

this is very close to the reality at low Froude numbers, where
surface waves are negligible. No-slip boundary condition is ap-
plied at the interface of the wall and the fluid.

Beside velocity boundary conditions, two different thermal
boundary conditions were considered at the wall-fluid interface.
The first was the isothermal boundary condition~denoted as H1
wall boundary condition!:

u1~ ȳ521!50 (4)

and the second was the isoflux boundary condition for dimension-
less temperature differenceu ~H2 wall boundary condition! with
fixed mean wall temperature:

^u1&x,z,t~ ȳ521!50 (5)

and boundary condition for the fluctuation part of temperatureu

du

dy
~ ȳ521!5Ret Pr (6)

whereȳ5y/h.
Details on both types of boundary conditions and their applica-

tion can be found in Kong et al.@8# and Tiselj et al.@9#.
The free surface was treated as an adiabatic surface:

du1/dy150 and periodic boundary conditions in the streamwise
x and spanwisez-directions were applied for the velocity and tem-
perature fields.

As can be seen from Eqs.~1!–~3!, the temperature is assumed
to be a passive scalar. Results of the present study consider the
systems, where the temperature differences are not too large,
while some caution is required for the systems, where the tem-
perature differences are not negligible. Such assumption was used
by Kasagi et al.@14#, Kawamura et al.@5# and Tiselj et al.@9#.

The equations were solved with pseudo-spectral scheme using
uniform grid of collocation points and Fourier series inx and
z-directions. Chebyshev polynomials are used in the wall-normal
direction y, with cosine distribution of the collocation pointsyj
5cos(p(j21)/(Ny21)), j 51, Ny that are refined near the wall and
the free surface. Numerical procedure and the code of Gavrilakis
et al. @17# modified by Lam and Banerjee@16# was used to solve
the continuity and momentum equations. The code was later up-
graded with energy equation~Tiselj et al. @9#!. For the present
study, the code was modified with subroutines for calculation of
the convection velocities; this modification did not significantly
enlarge the CPU time consumption but increased the required
physical memory of the computer, as several instantaneous fields
were kept in the memory.

In the present study calculations were carried out for Ret
5171 in the computational box of 214831713537 wall units~in
the x, y and z-direction, respectively!. Three different grids 128
365364, 20031293128, and 25631293128, were used for the
Prandtl numbers Pr51, Pr55.4, and Pr554, respectively.

The time step for the Pr51 simulation was 0.05124n/ut
2 and

time step of other two runs was 0.02562n/ut
2. The turbulence

characteristics were calculated as an average over time intervals
5124 and 2562n/ut

2 at Pr51 and Pr.1, respectively. It took a
longer time interval to obtain statistical steady-state solutions at
Pr554 than at Pr55.4 and Pr51. This can be explained by the
lower convection velocities in the high Prandtl number turbulent
flow ~see section on results and discussion!.

The resolution for Pr51 and Pr55.4 runs was fine enough to
describe both cases as ‘‘Direct Numerical Simulations’’, i.e., all
spatial and temporal scales were resolved in these cases~see
@5,9,14#for details on the appropriate resolution at given Pr num-
ber!. The resolution of the third run at Pr554 was sufficient for
DNS of the velocity field, but insufficient for the DNS of the
thermal field. Numerical simulation of turbulent heat transfer at
high Prandtl numbers requires higher resolution due to the small-
est temperature scales that are inversely proportional toAPr. In
numerical simulations the velocity field and temperature field at

Fig. 1 Turbulent heat flux. Pr Ä54. „a… streamwise heat flux
u¿u¿; and „b… wall-normal heat flux u¿v¿

„ TwÄconst,
Dong et al. †2‡ - - - - qÄconst, Dong et al. †2‡….
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Pr51 and Pr55.4 were described by the accuracy of DNS, and no
models for ‘‘turbulent viscosity’’ were needed. The simulation at
Pr554 was performed with DNS resolution for the velocity field
and with under-resolved DNS for the temperature field. Such ap-
proach is not as accurate as DNS but was found to be very accu-
rate in the study performed at Pr55.4 by Bergant et al.@18#,
where DNS results at Pr55.4 were compared with results of ve-
locity DNS and temperature under-resolved DNS.

The space-time correlations were used to determine convection
velocities. In the present work the convection velocity was deter-
mined asU15Dxmax

1 /Dt1. Here,Dxmax
1 is the streamwise separa-

tion for which the space-time correlation coefficient is maximum
for given time delayDt1. It should be noted that convection
velocity derived from this assumption implies a frozen convected
pattern. We assumed that the change in the turbulence thermal
field between two calculated points is statistically independent of
instantaneous temperature fluctuation at the first point. Time delay
for the temperature field was chosen according to the Prandtl
number. According to Kim and Hussain@11# for convection ve-
locity of the velocity fluctuations the time delayDt1518 was
used. This value was also chosen to calculate convection velocity
of temperature fluctuation for Pr51. For the computation of the
propagation velocity of the temperature fluctuation for Pr55.4
and Pr554 we have usedDt1510.248.

3 Results

Turbulent Heat Flux. Figures 1~a,b!show the turbulent
streamwise,u1u1, and wall-normal,u1v1, heat flux for Pr554,
respectively. For Pr554 our calculation of streamwise and wall-
normal heat flux agree well with the result of Dong et al.@2# for
Sc550. The data shown in Figs. 1~a,b!were compared with the
results of turbulent heat flux for Pr51 and Pr55.4 presented by
Tiselj et al. @9#. For both streamwise, and wall-normal, turbulent
heat fluxes with H1 and H2 wall boundary conditions, the peak
value shifts to lower values ofy1 with increasing Prandtl number.

The fluctuating components of the turbulent heat flux are quite
different for H1 and H2 thermal wall boundary condition. It may
be seen from Figs. 1~a,b!that close to the wall the turbulent
streamwise and spanwise heat flux under the isothermal wall
boundary condition H1 may be expressed in the following form
~Monin and Yaglom! @19#:

u1u1}y12 (7)

u1v1}y13 (8)

The isoflux turbulent heat flux H2 may be expressed as Kong
et al. @8#:

u1u1}y1 (9)

Fig. 2 Fractional contribution of the wall-normal heat flux from each quadrant, À„u¿u¿
… j Õu

¿u¿: „a… PrÄ1, and „b… PrÄ54 „solid
lines, closed symbols—isothermal wall boundary condition „H1…, dashed lines, open symbols—isoflux wall boundary condition
„H2……
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u1v1}y12 (10)

Quadrant Analysis. Depending on the signs of the fluctua-
tions the instantaneous values of2(u1v1) j get to one of the four
quadrants,j, on the planes2(u1v1) j /(u1v1) versusy1. Some
of these quadrants characterize the seemingly ordered heat trans-
fer in the flow. So quadrant 1 contains values of product (u1v1)
characterizing the motion of decelerated, and, therefore, hotter
liquid from the wall. Quadrant 3 contains the product (u1v1)
characterizing the inrushes of cold high momentum fluid to the
wall. A quadrant analysis was performed to investigate the coher-
ence between the velocity and temperature fluctuations. Figures
2~a,b! show the fractional contributions,2(u1v1) j /(u1v1),
from four quadrants to the total wall-normal heat flux. For Pr51
the results agree well with those reported by Kong et al.@8#. In the
range of Prandtl number from 1 to 54 the events in the first quad-
rant (v1.0,u1.0) and third quadrant (v1,0,u1,0) are domi-
nant away from the wall. The events in the second quadrant (v1

.0,u1,0) and in the fourth quadrant (v1,0,u1.0) are domi-
nant near the wall. For Pr51 andy1.15, the profiles of the
fractional contribution for the isothermal wall are almost the same
as for isoflux wall. The location at which the fractional contribu-
tions are the same at isothermal and isoflux boundary condition is
abouty155 for Pr554. Close to the wall the peak of wall-normal
heat flux takes place in the events of velocity and temperature
fluctuations have different signs~quadrants 2 and 4!. In the prox-
imity of the wall the maximum values of wall-normal heat flux are
due to ‘‘ordered’’ heat transfer mechanisms. It includes the motion

of decelerated~and therefore more heated! liquid from the wall
into the main flow and inrushes of the liquid with a higher veloc-
ity ~cooler! to the wall.

Convection Velocities in a Turbulent Boundary Layer. The
convection velocities of temperature fluctuations along the chan-
nel, UcT

1 , and Ucq
1 , are shown in Figs. 3~a–c! for two thermal

boundary conditions: isothermal wall, H1, and isoflux wall, H2,
with Prandtl number 1, 5.4 and 54, respectively. For comparison,
the streamwise component of the convection velocity of the ve-
locity perturbation,Ucu

1 , is plotted. The results of behavior ofUcu
1

agree quantitatively quite well with data obtained by Kim and
Hussain@11#. Figure 3~a!shows that for Pr51 in the outer region
of the boundary layer,y1.15, the convection velocities of the
velocity and the temperature perturbation are about the same and
increase with an increase iny1. Near the wall, however, all con-
vection velocities do not change aty1,1. In Fig. 3~a!we may
see that in this region the convection velocity for isothermal wall,
UcT

1 , is approximately 10.2, i.e., very close to the convection
velocity of the velocity perturbation,Ucu

1 . For isoflux wallUcq
1 is

about 8.1, which is well belowUcu
1 . Figures 3~b!and 3~c!show

convection velocities for Pr55.4 and Pr554, respectively. For
Pr55.4 the results agree well with those found by Kowalewski
et al. @13#. Figures 3~a–c! indicate that in the range Pr51–54 the
convection velocityUcT

1 .Ucq
1 . Close to the wall both convection

velocities decrease with an increase in the Prandtl number, i.e.
scale dependence becomes significantly important. It appears rea-

Fig. 2 „continued…
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sonable to assume that this scale dependence is responsible for
turbulent thermal diffusivity, turbulent Prandtl number and turbu-
lent heat flux.

The thickness of the layer at which the convection velocities for
both isothermal andisoflux BC are nearly constant, does not de-
pend on the Prandtl number (y1'2). This implies that it is not
useful to connect a particular type of structure to the length of the
region with a constant convection velocity. As the structure
evolves and increases in size, it picks up momentum from the
large-scale motion. Hence, in the outer layer the average convec-
tion velocity of the temperature fluctuations tends toward that of
the velocity fluctuations. Figure 4 shows the dependence of
UcT

1 /Ucu
1 and Ucq

1 /Ucu
1 on the Prandtl number in the regiony1

,2. The data may be expressed in the following form:

UcT
1 5Ucu

1 /Pr1/3 (11)

Ucq
1 5Ucu

1 /Pr1/2 (12)

4 Conclusions

The distance of the near-wall region,ylim
1 , at which the coeffi-

cient of turbulent thermal diffusivity for the isothermal and isoflux
BC is proportional toy13 andy12, respectively, depends on the
Prandtl number. At a given Prandtl number the distance ofylim

1 for
isoflux wall boundary condition is shorter than that for isothermal
BC. For isothermal as well as for isoflux wall boundary condition
the value ofylim

1 decreases with an increase in the Prandtl number
from Pr51 to Pr554.

Close to the wall,y1,2, both convection velocities at isother-
mal, H1 and isoflux, H2, wall boundary conditions decrease with
an increase in the Prandtl number, i.e., scale dependence becomes
significantly important. It appears reasonable to assume that this
scale dependence is responsible for turbulent eddy conductivity
and the statistics of the temperature fields.

The thickness of the turbulent layery1,2, at which the con-
vection velocities for both isothermal and isoflux wall boundary
condition are nearly constant, does not depend on the Prandtl
number. This implies that it is not useful to connect a particular
type of structure to the distance with a constant convection veloc-
ity. As the structure evolves and increases in size, it picks up
momentum from the large-scale motion. Hence, in the outer layer,
the average convection velocity of the temperature fluctuations
tends toward that of velocity fluctuations. In the regiony1,2 the
relation of convection velocity of temperature fluctuation to that
of velocity fluctuation may be expressed asUcT

1 5Ucu
1 /Pr1/3 and

Ucq
1 5Ucu

1 /Pr1/2 for isothermal and isoflux wall boundary condi-
tion, respectively.
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Nomenclature

Pr 5 Prandtl number
Ret5uth/n 5 Reynolds number

Tt5qw /utrcp 5 friction temperature
cp 5 specific heat
h 5 height of the flume

qw 5 heat flux
p 5 pressure
t 5 time

Fig. 3 Convection velocities of the streamwise component of
velocity fluctuation, u , convection velocities of temperature
fluctuation at isothermal wall boundary condition, Tw , and con-
vection velocities of temperature fluctuation at isoflux wall
boundary condition, q w : „a… PrÄ1, „b… PrÄ5.4, and „c… PrÄ54

Fig. 4 Dependence of convection velocities of temperature
fluctuation on Prandtl number
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u, v, w 5 streamwise, wall normal and spanwise ve-
locity fluctuations, respectively

ut 5 friction velocity
x, y, z 5 coordinate in the streamwise, wall normal

and spanwise direction, respectively

Greek Symbols

t 5 shear stress
r 5 density
m 5 dynamic viscosity
n 5 kinematic viscosity
u 5 temperature fluctuations

Subscripts

cu 5 convection velocity of velocity fluctuations
cq 5 convection velocity of temperature fluctuations atqw

5const
cT 5 convection velocity of temperature fluctuations atTw

5const
w 5 wall
t 5 shear

Superscripts

2 5 average
1 5 nondimensional
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Results of an experimental study of natural convection and sur-
face radiation between three parallel vertical plates, symmetri-
cally spaced, with air as the intervening medium are presented.
The analysis consists of heating the central plate at different lev-
els and recording the temperatures of both the central and the side
plates at steady state conditions. Based on the measurements, a
correlation for the maximum temperature excess of the ‘‘hot’’ plate
in terms of the emissivity of the central and the side plates, the
aspect ratio, and the dimensionless total heat flux is given, valid
for a range of emissivity 0.05<«c , «s<0.85, aspect ratio 2.38
<A<17, and total heat flux 32<q<1590W/m2. Through this,
the heat transfer enhancement due to radiation has been suc-
cinctly brought out. @DOI: 10.1115/1.1795245#

Keywords: Multi-Mode Heat Transfer, Vertical Plates

Introduction
Natural convection in parallel plate channels occurs in applica-

tions such as cooling of electronic equipment and fin-tube base-
board heaters, transformers, and power supplies, with the con-
straints normally being the space and the temperature, for a given
heat duty. The usefulness can be attributed to the simplicity, zero
maintenance, and reliability. In most cases, such systems can be
approximated to be symmetrically or asymmetrically heated with
an isoflux or isothermal boundary together with an adiabatic
boundary condition for the adjacent plate. Even so, such an ap-
proximation yields results that are accurate within the limits of
acceptability from an engineering standpoint.

The classical problem of free convection between vertical flat
surfaces has been a field of interest since the 1940s when Elen-
baas@1# reported experimental and theoretical analysis on natural
convection between isothermal parallel plates and presented an
optimization based on maximum heat transfer rate for different
plate dimensions, spacing between the plates and the inclination
angle. Following him many researchers@2–6# have done experi-
mental and theoretical studies for a wide range of parameters and
presented relevant correlations. Experimental and analytical stud-

ies on the optimization of the spacing between two vertical flat
plates subjected to free convection cooling also did attract atten-
tion of heat transfer researchers@7–12#.

However, results pertaining to analysis comprising of combined
free convection and surface radiation are relatively new but for
Carpenter et al.@13# who presented results of numerical study of
this problem. The conjugate nature of such problems was dealt in
depth in experimental investigations by Rammohan Rao and Ven-
kateshan@14# for fins and fin assembly and by Balaji and Venkate-
shan@15#, who presented numerical results for open cavities.

From the review of the pertinent literature presented above, it
can be inferred that studies of natural convection in the vertical
channel geometry has received considerable attention. In spite of
this, there exists scope for further investigation of heat transfer
characteristics for this kind of geometry. As in most of the experi-
mental studies on natural convection heat transfer between verti-
cal parallel plates, radiation effects have been either nullified by
techniques such as mass transfer measurement or accounted for as
stray losses. The significance of radiation and its interaction with
natural convection has not been brought out. In addition, an ex-
pression for the maximum temperature of the plate dissipating
heat, as a function of pertinent quantities, is not available.

In this paper, an attempt has been made to develop a correlation
for the maximum temperature excess of the hot plate in terms of
the total heat flux, the aspect ratio, and the emissivity of the cen-
tral and the side plates, all in dimensionless form. This has been
done for the case of symmetrically spaced and asymmetrically
heated vertical parallel plates, cooled by surface radiation and free
convection, in ambient air.

Experimental Methodology
The experimental arrangement has been dealt with in detail in

Ref. @16#. However, for the sake of completeness a brief descrip-
tion of the same is given. Figure 1 shows a schematic of the end
view of the experimental apparatus. It comprises three vertical
parallel plates, a central plate, which is heated by a stabilized
alternating current power input, and two side plates, one on each
side spaced symmetrically on each side of the central plate. The
emissivity of the central and the side plates are varied by polish-
ing or having a coat of paint. The side plates are insulated at the
back using a nonrubberized cork of thickness 1 in. to simulate
adiabatic conditions. The side plates being adiabatic give the most
conservative estimate of the heat transfer from the system, as it
gives the ‘‘worst-case scenario’’ for the maximum temperature.
The emissivity is estimated by the method described in Ref.@17#.
The power input to the central plate, the spacing and in turn the
aspect ratio and the emissivities of the central and the side plates
are the parameters. The range of parameters for which the mea-
surements have been carried out are given in Table 1. The mea-
surement of temperatures are done at steady-state conditions using
calibrated ‘‘K’’ type thermocouples and recorded using a data ac-
quisition system. The nondimensionalization of the required vari-
ables are done as follows:

q5Q/a, (1)

q* 5Bq/kfT` , (2)

A5B/S, (3)

umax5DTmax/T` . (4)

Results and Discussion
For applications, where a given amount of heat needs to be

dissipated for given geometrical dimensions, and the surface con-
ditions, viz., the emissivities, although generally not considered, a
correlation for the maximum temperature of the hot plate in terms
of the relevant parameters would be of significant practical use.
Such an attempt has been made. A correlation for the dimension-
less maximum temperature excess of the hot plate, in terms of the
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total heat flux in nondimensional form, aspect ratio, and the emis-
sivity of the central and the side plates has been developed and is
as follows:

umax50.0343~11«c!
20.484~11«s!

20.184A0.08q* 0.841. (5)

The above equation is based on 308 data, and has a correlation
coefficient of 0.998 and a rms error of 0.009. It is to be noted that
the right-hand side of the Eq.~5! does contain the ambient tem-
perature in an implicit manner in the dimensionless heat flux term.
From Eq.~5!, it is clear that the emissivity of the central plate has
a stronger effect onumax than the emissivity of the side plates,«s .
Besides, as expected,umax decreases with both«c and «s . The
~11«! form is to take care of the pure natural convection asymp-
tote to the problem, which anyway is very hard to realize. This is
a consequence of the fact that emissivity is nonzero for any con-
ceivable surface.umax is also a strong, monotonic function ofq* ,
the exponent being close to unity. The aspect ratio has a finite but
mild effect of increasing theumax, suggesting that low aspect
ratios are better.

Figure 2 shows the parity plot between the measured values and
that obtained from the correlation and it may be seen that there is
an excellent fit between the correlation and the data without any
bias.

For an ideal case wherein the emissivities are forced to zero, the
value of the dimensionless temperature excess of the hot plate will

be more than what is given by Eq.~5!. A parity plot of such a
maximum and the measured values are shown in Fig. 3. This
clearly establishes that the dimensionless temperature could be
reduced by as much as 60% because of radiation heat transfer. An
error analysis was carried out based on Doebelin@18# and the
uncertainty in the estimation of the nondimensional temperature
excess was found to be less than 1%.

Conclusions
An experimental study of free convection and surface radiation

between vertical parallel plates with the central plate heated and
the side plates unheated for symmetrical spacing has been pre-
sented. A correlation for the dimensionless maximum temperature

Fig. 1 End view of the experimental arrangement

Table 1 Range of parameters

Plate dimensions~all in mm! 250315033
Aspect ratioA 2.9–17.9
Channel spacing~mm! 8.5–52.2
Emissivity of central plate,«c 0.05–0.85
Emissivity of the side plates,«s 0.05–0.85
Prandtl number Pr 0.707
Dimensionless heat fluxq* 0.6–25.6

Fig. 2 Parity plot showing agreement of umax obtained by cor-
relation with those obtained by measurements

Fig. 3 Parity plot between measured umax and umax from cor-
relation for «c , «sÄ0
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excess of the hot plate in terms of the emissivities, aspect ratio,
and the dimensionless heat flux has been developed. This is ex-
pected to be useful from an engineering standpoint. The analysis
has intentionally avoided the traditional nondimensional numbers
and splitting up of the energy dissipated into convective and the
radiative components and has instead set forth through an appro-
priate nondimensionalization, a result that could be readily used.
The effect of radiation has been brought out through a novel plot,
and it is seen that radiation reduces the nondimensional tempera-
ture excess of the hot plate by as much as 60%. In a typical case
of q50.5 kW/m2, spacing between the platesS50.04 m and an
ambient temperatureT`5303 K, the maximum temperature of the
hot plate reduced from 374 K to 351 K, when the emissivity is
increased from 0.05 to 0.85, symmetrically for both the central as
well as the side plates, for a plate height of 0.15 m.

Nomenclature

a 5 Total surface area of the central plate~m2!
A 5 Aspect ratioB/S
B 5 Height of the plate~m!
kf 5 Thermal conductivity of the fluid~W/m K!
Lc 5 Characteristic length~m!
Q 5 Total heat to be dissipated~W!
q 5 Total heat flux~W/m2!

q* 5 Dimensionless total heat fluxq/(kfT` /B)
S 5 Spacing between the plates~m!

Th,max 5 Maximum temperature of the hot plate~K!
T` 5 Ambient temperature~K!

DTmax 5 Maximum temperature excess of the hot plate with
respect to ambient,Th,max2T` (K)

«c 5 Total hemispherical emissivity of the central plate
«s 5 Total hemispherical emissivity of the side plates
s 5 Stefan-Boltzmann constant, 5.6731028 W/m2 K4

umax 5 Dimensionless temperature excess of the hot plate,
DTmax/T`
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The domain of operating conditions, in which the optical fiber-
drawing process is successful, is an important consideration. Such
a domain is mainly determined by the stresses acting on the fiber
and by the stability of the process. This paper considers an elec-
trical resistance furnace for fiber drawing and examines condi-
tions for process feasibility. In actual practice, it is known that
only certain ranges of furnace temperature and draw speed lead
to successful fiber drawing. The results obtained here show that
the length of the heated zone and the furnace temperature distri-
bution are other important parameters that can be varied to ob-
tain a feasible process. Physical behavior close to the boundary of
the feasible domain is also studied. It is found that the iterative
scheme for neck-down profile determination diverges rapidly
when the draw temperature is lower than that at the acceptable
domain boundary due to the lack of material flow. However, the
divergence rate becomes much smaller as the temperature is
brought close to the domain boundary. Additional information on
the profile determination as one approaches the acceptable region
is obtained. It is found that it is computationally expensive and
time-consuming to locate the exact boundary of the feasible draw-
ing domain. From the results obtained, along with practical con-
siderations of material rupture, defect concentration, and flow
instability, an optimum design of a fiber-drawing system can be
obtained for the best fiber quality.@DOI: 10.1115/1.1795246#

Introduction
One of the most widely used methods to draw optical fibers

involves continuously feeding a specially fabricated silica glass
preform into a cylindrical heating furnace, heating the glass above
its softening point of around 1900 K, and pulling it into a fiber of
diameter around 125mm @1#. As the preform proceeds through the
heating zone, it narrows down sharply and yields the ‘‘neck-
down’’ region, as shown in Fig. 1. The neck-down profile strongly
depends on the fiber-drawing conditions and significantly impacts
the diameter uniformity, strength, and transmission loss of optical
fibers @2,3#.

The domain of operating conditions, in which a successful fiber
drawing is obtained, is important from both practical and basic
considerations. This domain is largely determined by stresses,
which may rupture the fiber, and by the stability of the process
@2,4#. This paper presents an analytical and numerical study to
investigate the feasible domain in a fiber-drawing system. A cy-
lindrical resistance graphite furnace, containing a low-speed aid-
ing argon flow, is chosen. The inert gas flow in the furnace cavity
keeps the graphite heating element from oxidation. Transport in
the glass and the inert gas, considering a free surface boundary for

the glass, is studied. Thus, a complex thermal analysis, involving
conduction, convection, and radiation heat transfer, is necessary to
simulate this process. The transport in the two regions is solved to
obtain the temperature, velocity, tension, and defect distribution in
the glass. The zonal method is used to model the radiative heat
transfer in the glass, using the available radiative properties of
glass@5–7#. The neck-down profile of the preform is iteratively
determined by a force balance at the free-surface interface. It has
been seen in practical fiber drawing that only certain combinations
of furnace temperature and draw speed result in feasible fiber
drawing@8,9#. The length of the heated zone can also be varied to
obtain a feasible process. Thus, a feasible or acceptable design of
a fiber-drawing system can be determined from the numerical
simulation of the process.

The complexity of the physical processes and the exponential
variation of glass viscosity with temperature make it difficult to
achieve iterative convergence. Thus, several improvements are
necessary in existing numerical methods in order investigate con-
vergence and locate the boundary of the feasible drawing domain.
Through numerical experiments, it is possible to determine the
dominating factors that affect the feasibility of the process and
that may lead to rupture of the fiber. The numerical results must
also be considered in terms of the underlying physical mecha-
nisms. All these considerations indicate the importance of inves-
tigating the phenomena close to the boundary of the feasible
domain.

Analytical and Numerical Modeling
The transport phenomena in a cylindrical graphite furnace are

investigated for high-speed optical fiber drawing. A conjugate
problem involving the glass and the purge gases is considered.
Laminar flow is assumed due to the high viscosity of glass and the
typical low velocities of the gas flow. The transport in the two
regions is coupled through the boundary conditions at the free
surface. Thus, coupled conduction, convection, and radiation heat
transfer mechanisms are involved in the analysis. Several earlier
papers have presented the analysis and the numerical scheme
@4–10# and only a few important aspects are included here for
completeness. For further details, these references may be
consulted.

The governing equations for axisymmetric conditions, devel-
oped in cylindrical coordinates for both the glass and the purge
gas, are given as@8#
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where, the viscous dissipation term,F, is given by
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Here,Sr is the radiative source term. The viscous dissipation and
the radiative source terms are only kept for the glass flow due to
their importance.
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The material properties, particularly glass viscosity, are tem-
perature dependent. Glass is a supercooled liquid at room tem-
perature and its viscosity varies almost exponentially with tem-
perature. Even a change of a few degrees in temperature in the
vicinity of the softening point,Tm , can cause substantial changes
in viscosity and thus in the flow field and the transport. An equa-
tion based on the curve fit of available data for kinematic viscosity
n is written for fused silica, in S.I. units, as

n54545.45 expF32S Tm

T
21D G , (6)

indicating the strong, exponential, variation ofn with temperature.
A band model is used for approximating the radiative absorption
coefficient of glass@5–7#. Thus, the equations are coupled be-
cause of property variation and viscous dissipation. For the con-
venient implementation of the finite-difference method, the flow
domains for the glass and purge gas are transformed into cylindri-
cal ones@4#. The boundary conditions for a free surface, arising
from a force balance, are employed here at the interface between
the glass and the purge gas. A more detailed discussion about the
governing equations and the boundary conditions can be found in
Refs.@8–11#.

Draw tension, which is crucial to fiber quality and process fea-
sibility, is determined by considering the contribution of the vis-
cous force, surface tension, inertia force, and gravity, resulting in
the equation
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where the forces acting at a horizontal cross section of the
preform/fiber are considered to determine the vertical force bal-
ance. A low value of the tension is desirable from fiber quality
considerations and a large value could result in viscous rupture of
the fiber@12#, as mentioned earlier and discussed later.

The radiation transfer is a volume phenomenon in semitrans-
parent glass and the zonal model is used to compute the radiative
source term. Details of the method and the radiative properties
used are given in Ref.@7#. In order to avoid computation of the
direct exchange areas every time the neck-down profile is cor-
rected, since this is very time-consuming, the optically thick ap-
proximation is first used to generate the neck-down profile. Then,
this profile is used as the initial guess to generate the final neck-

down profile with the zonal method. This strategy is based on the
observation that the difference between the results obtained by
using the optically thick approximation and by the zonal method
is moderate. Using this initial profile and the corresponding results
on the velocity and temperature distributions as the starting point,
calculations are carried out, while the profile is kept unchanged,
till iterative convergence is achieved. This is indicated by changes
in the variables becoming less than a chosen convergence crite-
rion, which is itself varied to ensure negligible dependence of the
results on the chosen criterion. The force balance is then used to
correct the profile and the process is repeated until the profile does
not change from one correction to the next. The neck-down profile
is corrected every 4000 iterative steps of temperature and velocity
calculations, in order to reduce the CPU time. Thus, each correc-
tion in the neck-down profile involves substantial computational
effort.

After a corrected profile has been obtained, the numerical grids
for both the radiation analysis and for the transport equations are
readjusted, and the view factors and direct exchange areas are
recalculated. Eventually, steady-state conditions are reached, as
indicated by chosen convergence criteria applied to the profile and
calculated velocity and temperature distributions. After the neck-
down profile is generated, the temperature and flow fields corre-
sponding to the profile are calculated. Numerical experiments are
necessary to obtain the optimum discretization schemes. A de-
tailed grid refinement study was carried out and a 1013369 grid
in the radial and axial directions was found to be satisfactory for
the flow at high draw speeds, though a much cruder mesh was
found to be adequate for the radiation modeling. The convergence
criteria were also varied to ensure that the results were indepen-
dent of the values chosen.

Results and Discussion

Feasible Domain. A parametric study is carried out to iden-
tify feasible combinations of parameters during fiber drawing. Un-
less indicated otherwise, the fiber diameter is taken as 125mm,
the preform diameter as 5 cm and the furnace length as ranging
from 25 to 30 cm. It is found that for given preform and fiber
diameters, the fiber cannot be drawn at any arbitrary combination
of critical drawing parameters. For example, if the furnace tem-
perature, as the only adjustable parmeter, is not high enough, the
iterative process shows a break in the fiber due to viscous rupture
caused by lack of material flow@13#. This is first indicated by the
divergence of the numerical correction scheme for the profile and
is then confirmed by excessive tension in the fiber. Similarly, it is
determined that, for a given furnace temperature, there is a limit
on the speed beyond which drawing is not possible, as this leads
to rupture. Thus, as shown in Fig. 2, for preform and fiber diam-
eters of 2.52 cm and 118mm, respectively, a region in which
drawing is feasible can be identified. Beyond the boundaries of
this region, drawing is not possible. The dashed line indicates a
curve fit to the points where divergence is first observed as the
fiber velocity is increased at a given furnace temperature. For the
domain in which the drawing process is feasible, the draw tension
is calculated. The ‘‘isotension’’ contours are shown in the figure.
As expected, the draw tension~in grams!is small at higher tem-
peratures and lower speeds, which explains the positive slope of
the isotension contours. Similar plots were obtained for other op-
erating conditions.

Similarly, different combinations of other physical and process
variables, such as the inert gas flow velocity, furnace wall tem-
perature distribution, furnace length and diameter, and preform
and fiber diameters, may be considered to determine the feasibility
of the process. Attempts have been made here to identify the
combination of heat-zone length, furnace temperature distribution,
and draw speed for which fibers of a given size can be drawn from
preforms of specified diameter. Two typical temperature distribu-
tions inside the draw furnace, parabolic, and Gaussian profiles, are

Fig. 1 Sketch of the furnace in a typical optical fiber manufac-
turing system
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examined separately. The minimum temperature in the distribu-
tion is kept fixed, and the maximum temperature is varied and
referred to as the furnace or draw temperature.

Fiber drawing for a parabolic temperature profile, as shown Fig.
3, is first studied. Both feasible and infeasible cases are shown in
Fig. 4. A feasible region can be easily identified based on a com-
bination of heat-zone length, draw temperature, and draw speed,
beyond which the fiber drawing becomes impossible. Clearly, the
maximum draw speed at a given maximum furnace temperature
could be restricted by the heating-zone length inside the furnace
due to the requirement that the temperature in the neck-down
region must exceed the softening temperature. Similarly, at a
given draw speed, a longer heat zone would allow lower furnace
temperature to heat the glass up to the softening point. The latter
is a better alternative, since higher temperatures lead to higher
concentration of defects and shorter lifespan of a graphite furnace
@14#. It is also found from the numerical results on tension that the
lower bound of temperature and the upper bound of draw speed
are all regulated by viscous rupture, which is a direct result of
high draw tension.

A Gaussian temperature distribution is next investigated to ob-
tain the feasible domain. The temperature distribution employed is
the one obtained experimentally on an available graphite furnace
@15#. The profile has a Gaussian distribution in the middle portion,
but has essentially room temperature at the two ends due to water
cooling at the ends of the heated zone. This is quite typical of
practical furnaces. Either a combination of the furnace length and
the draw speed, or of the furnace length and the draw temperature,
can be considered to determine feasible parameters for fiber draw-
ing. Figure 5 shows the minimum draw temperatures possible for
various heat-zone dimensions, at different draw speeds. Compared
to the results in Fig. 4, it is obvious that the feasible domain
boundary is quite different due to the changes in the temperature
distribution. It is also interesting to see that the boundary of the
feasible domain shifts noticeably to the top right when draw speed
increases. It indicates that either a higher draw temperature or a
longer residence time is needed to make fiber drawing possible at
higher draw speeds.

For a realistic fiber-drawing operation, these results are very
important, since the parameters in a fiber drawing system, such as
draw temperature, draw speed, and heat-zone length, can be iden-
tified so that a fiber of desired diameter can be drawn. The fiber
quality, in terms of defect concentration, can also be brought in as
a consideration@16,17#. However, it must be pointed out that fiber

Fig. 2 Results obtained from a feasibility study of the fiber
drawing process, in terms of ‘‘isotension’’ contours for the fea-
sible range of fiber drawing

Fig. 3 A parabolic temperature profile specified at the furnace
wall

Fig. 4 Feasible domain for a parabolic furnace temperature distribution in terms of „a… the draw speed and
the furnace length at a draw temperature of 2500 K, and „b… the draw temperature and the furnace length at
a draw speed of 15 mÕs
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drawing may never reach the boundaries due to the unacceptable
draw tension in practice. Additionally, it is also possible to obtain
similar feasibility results for different combinations of other
physical and process variables. But, furnace temperature, draw
speed, and heat-zone length are investigated here, because these
are the most commonly varied parameters in practical systems.

In real life, there are other considerations that must also be
taken into account to determine optimum drawing conditions@18#.
For example, a very high furnace temperature, together with a
very low draw speed, could cause very small draw tension due to
the low value of viscosity. The fiber could break into drops be-
cause of the very mobile state of glass and the corresponding
capillary instability@12#. Under these circumstances, the drawing
process also becomes very sensitive to disturbances that are
caused by unexpected variations in the drawing parameters. Simi-
larly, the concentrations of various point defects could be very
high at combinations of high draw speeds and high draw tempera-
tures. This can also lead to unsatisfactory optical fibers. From
these considerations, very high draw speeds or very high draw
temperatures are not very desirable as well, even when drawing is
feasible in terms of the transport process.

Phenomena at Domain Boundary. As the furnace tempera-
ture decreases or as the fiber speed increases, the preform/fiber
temperature inevitably drops below the softening point of the fiber
material and this eventually makes drawing impossible. The be-
havior of numerical convergence and physical characteristics are
of great basic and applied interest when the drawing parameters
are close to the boundary of the feasible domain. On one hand, it
is important to know the dominating factors that eventually cause
the fiber to break. On the other hand, it is interesting to investigate
the characteristics of the numerical algorithm and the iterative
procedure in the search for the boundary of the feasible domain.

One typical case involving the draw temperature variation
across the boundary of the acceptable domain is presented here.
For a 30-cm furnace, the draw temperature is gradually increased,
starting from an infeasible drawing point of 2200 K, and finally
reaching the feasible boundary at 2600 K. This movement is par-
allel to thex axis in Fig. 5(b). The iterative evolution of neck-
down profiles is compared in Figs. 6 and 7, corresponding to draw
temperatures ranging from 2200 to 2600 K.

Several interesting observations can be seen clearly from these
results. First, when the draw temperature is far below the tempera-
ture at the boundary of the feasible drawing region, the neck-
down profile becomes increasingly flat as the iterations proceed
due to the lack of material flow. To satisfy the boundary condition
of a fixed fiber diameter, it gives rise to an abrupt change in the
fiber profile at the lower end of the furnace. Eventually the nu-
merical procedure diverges, as seen in Figs. 6 and 7(a). However,

Fig. 5 Comparison of feasible domains at „a… draw speed of 5
mÕs, and „b… draw speed of 15 mÕs

Fig. 6 Neck-down profile corrections for infeasible fiber drawing circumstances at a draw speed of 15 m Õs
and a furnace temperature of „a… 2200 K, and „b… 2300 K
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the rate of divergence is very different for various draw tempera-
tures. The iteration diverges much faster at lower draw tempera-
tures that are far away from the feasible boundary, but it diverges
much more slowly at higher draw temperatures that are closer to
the feasible boundary. As an example, the abrupt change of the
profile at 2200 K becomes very obvious after only six neck-down
corrections. However, it takes more than eight corrections for
2300 K, and more than ten for 2400 K. Since one correction of the
neck-down profile, using the zonal method, requires an expense of
4000 iteration steps, the search for the feasible boundary, there-
fore, becomes very expensive in terms of computational re-
sources. In fact, it takes more than 50,000 iteration steps to deter-
mine that the process is infeasible at 2500 K but feasible at
2600 K.

Once the boundary point is reached, experience shows that the
convergence of the numerical iteration process could be alterna-
tively determined by the given number of iterations or neck-down
corrections, instead of by specified values of the convergence pa-
rameters. From numerical experiments, it is observed that the dif-
ference caused by the two control schemes is trivial, especially for
feasible cases far away from the domain boundary. In addition, to
make the computation economic and feasible, each computational
run is checked to locate the boundary points. Interpolation is in-
evitable for the boundary points, because it is very difficult to
develop practical criteria to determine if the numerical process
will converge before the iteration finally reaches the steady state.

Numerical experiments also indicate that the temperature in the
fiber core below the softening point and the draw tension one
order above the practical threshold of 150 g are two direct indi-
cators that the iteration procedure will eventually diverge. The
imposed draw tension was calculated as a function of furnace
temperature, draw speed, and heat-zone length. The physical phe-
nomenon is identified as viscous rupture. It means that the viscos-
ity of glass material and draw tension increase tremendously and
eventually no flow is possible when the temperature is below the
softening point. Rupture occurs as tension exceeds the viscous
strength of the fiber.

Conclusions
In this paper, the feasible drawing domains are considered un-

der two typical temperature distributions at the draw furnace wall.
It is seen that such domains are the direct results of the combina-
tions of three important operating parameters, namely furnace
temperature, draw speed, and heating element length. The results
show that the upper bound of draw speed and the lower bound of
draw temperature can be changed by varying the heat-zone length
at the given conditions. It is also found that the temperature dis-

tribution can alter the feasible domain significantly. The domain
boundaries are determined by viscous rupture and flow instability.

Physical behavior close to the boundary of a feasible domain is
also studied. It is found the iteration diverges more rapidly when
the draw temperature is lower than that at the boundary of the
acceptable domain due to the lack of material flow. However, the
divergence rate becomes much smaller when the temperature gets
close to the domain boundary. It is found that it is very expensive,
computationally, to locate the exact boundary of the feasible
drawing domain. Numerical experiments are used to indicate the
dominant parameters and the convergence characteristics of the
process.
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Nomenclature

Cp 5 Specific heat at constant pressure
FT 5 Draw tension
g 5 Magnitude of gravitational acceleration
H 5 Mean surface curvature
K 5 Thermal conductivity
L 5 Height of furnace; length of fiber
R 5 Radius of preform, fiber, furnace
r 5 Radial coordinate distance

Sr 5 Radiative source term
t 5 Time

T 5 Temperature
Tmelt 5 Glass softening point, typically around 1900 K for

silica glass
u 5 Radial velocity
v 5 Axial velocity
z 5 Axial coordinate distance

Greek Symbols

m 5 Dynamic viscosity
n 5 Kinematic viscosity
F 5 Viscous dissipation
r 5 Density
z 5 Surface tension between glass and purge gas

Fig. 7 Neck-down profile corrections at a draw speed of 15 m Õs for „ a… infeasible fiber drawing circum-
stance at a furnace temperature of 2400 K, and „b… a feasible fiber drawing circumstance at a furnace
temperature of 2600 K
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The importance of combined Lorentz-Doppler (or Voigt) broaden-
ing of spectral lines in high-temperature radiative heat transfer
applications is investigated. Employing narrow-band transmis-
sivities as the criterion, the critical total pressure below which,
and the critical temperature above which Doppler broadening has
a significant effect on the absorption coefficient is established for
gaseous H2O and CO2 . @DOI: 10.1115/1.1798951#
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Introduction
The absorption coefficient of a gaseous medium governs the

radiative heat transfer rates through it. While the highly oscillating
nature of the absorption coefficient along the spectrum makes it
computationally expensive to evaluate radiative transfer rates
from absorption coefficient data directly by the so-called line-by-
line ~LBL! approach, modern absorption models, such as narrow-
band k-distributions@1,2#, spectral line based weighted-sum-of-
gray-gases~SLW! @3,4#, absorption distribution functions~ADF!
@5,6# and full-spectrumk-distributions~FSK! @7–10#, were devel-
oped based on detailed absorption coefficient data. The LBL ap-
proach has been recognized as the most accurate approach to date
and has been utilized as a benchmark in radiation calculations.

The absorption coefficient at a specific spectral location is a
result of the overlap of nearby spectral lines which are broadened
to overlap with each other due to natural line broadening, collision
broadening and Doppler broadening@11#. The effect of natural
line broadening is fairly small compared to collision broadening,
but its shape is identical to that of a collision-broadened line.
Generally, natural line broadening and collision broadening are
combined, and the combined effect is known as Lorentz broaden-
ing. The importance of Lorentz broadening is directly proportional
to total pressure, and inversely proportional to the square-root of
temperature. Doppler broadening, on the other hand, is indepen-
dent of pressure and increases with the square-root of temperature.
Therefore, Lorentz broadening tends to be dominant at modest-to-
high pressures and low-to-moderate temperatures. It follows that,
in most engineering applications, such as industrial boilers and
combustors as well as gas turbines, Lorentz broadening is the
most important broadening mechanism and, therefore, Doppler
broadening is usually neglected. On the other hand, in the atmo-
spheric sciences, dealing with extremely low pressures in the up-
per atmosphere, Doppler broadening becomes important and may
even be dominant. Modern high-temperature applications, such as

rocket nozzles and closed-cycle gas turbines, combine both rela-
tively low pressures and high temperatures, such that the impor-
tance of Doppler broadening needs to be investigated. The com-
bined effect of Lorentz broadening and Doppler broadening leads
to the Voigt line broadening profile. Employing the Voigt profile is
much more CPU-time intensive than that of the Lorentz profile,
but several fast algorithms for Voigt profile calculations have been
developed@12,13#.

The purpose of the present note is to investigate under what
conditions~i.e., what pressures and temperatures! the Voigt profile
should be employed in the absorption coefficient evaluation rather
than the Lorentz profile, and to determine the error if the Lorentz
profile is used. Currently, water vapor and carbon dioxide, the two
major products of hydrocarbon-air combustion, have been studied.
The spectral line parameters for the evaluation of the absorption
coefficients were obtained from spectroscopic databases:
HITEMP 2000@14# was employed for water vapor, while for car-
bon dioxide CDSD-1000@15# was used, which is considered more
reliable than HITEMP for temperatures higher than 1000 K
@16,17#.

Absorption Coefficient Calculation
Evaluation of the absorption coefficient at a specific wavenum-

ber h consists of collecting the contributions of all spectral lines
that contribute to that wavenumber, i.e.,

kh5(
i

k i~h,fI i !, (1)

wherekh is the absorption coefficient at the wavenumberh, k i is
the contribution of the spectral linei, andfI i is its line parameter
vector containing the line intensityS, the line center wavenumber
ho , the Lorentz broadening half-widthbL , and the Doppler
broadening half-widthbD , which are obtained or calculated from
the spectroscopic databases. The line shape can be the Lorentz
profile @11#

kL5
S

p

bL

~h2ho!21bL
2

, (2)

or the Voigt profile@11#

kV5
SbL

p3/2E
2`

1` e2x2
dx

~h2ho2xbD /Aln 2!21bL
2

. (3)

Unlike the Lorentz profile, the Voigt profile cannot be expressed
in a closed form. In the current work, the Humlı´c̆ek algorithm@13#
was employed to evaluate the Voigt profile.

In order to describe the irregularity of the absorption coefficient
across the spectrum,kh must be evaluated from spectroscopic
databases at close enough spectral intervals. Since the Lorentz
profile always causes weaker overlap between lines and the result-
ing absorption coefficient is much more oscillating than the Voigt
profile with its additional broadening due to Doppler effects, a fine
enough wavenumber resolution for the Lorentz profile is also al-
ways sufficient for the Voigt profile. As stated earlier, Lorentz
broadening~or bL) is proportional to total pressure. Therefore, a
finer wavenumber resolution is needed at lower pressures. Simi-
larly, sincebL is inversely proportional to the square-root of tem-
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Table 1 Narrow band division

Spectral range~cm21! Interval ~cm21! Number

200–300 10 10
300–4000 25 148
4000–5000 50 20

5000–10,000 100 50
10,000–15,000 250 20

total: 248
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perature, higher temperatures cause weaker broadening and less
overlap. However, as temperature rises, ‘‘hot’’ lines become more
important, which induce more overlap between spectral lines. The
combined effect leads to a need for higher resolution at high tem-
peratures. In our work, a constant spacing across the entire spec-
trum was used; the resolution was considered sufficient if, when
doubling the resolution, the error of narrow-band mean absorption
coefficients stayed below 0.5% in major absorption bands of the
entire spectrum, with the Lorentz profile employed. With this cri-
terion, the wavenumber resolution was determined, using the Lor-
entz profile, for the evaluation of the pressure-based absorption
coefficients. Then the same wavenumber resolution was utilized to
evaluate the pressure-based absorption coefficients using the Voigt
profile.

Narrow-Band Transmissivity
In our work, the effect of line-broadening mechanism on the

narrow-band transmissivity has been investigated. A narrow band

is a narrow spectral interval in which the blackbody radiation
intensity can be regarded as constant, leading to the definition of
narrow-band transmissivity

t̄h~X!5
*Dh I bhe2khXdh

*Dh I bhdh
5

1

Dh E
Dh

e2khXdh, (4)

whereX is the optical path-length,Dh is the narrow-band width,
and I bh is the blackbody intensity~or Planck function!.

The entire spectrum was divided into 248 narrow bands as
shown in Table 1@18#. The narrow-band widths were chosen
based on the variation of the Planck function and the importance
of narrow bands.

Results and Discussion
When comparing the effects of Lorentz and Voigt profiles based

on the narrow-band transmissivity, the same optical path-length

Fig. 1 Narrow-band transmissivity; total pressure pÄ1.0 bar, temperature TÄ2500 K and mole fraction x
Ä1.0; errors evaluated according to Eq. „5…: „a… water vapor, and „b… carbon dioxide

Fig. 2 Narrow-band transmissivity; total pressure pÄ0.1 bar, temperature TÄ1500 K and mole fraction x
Ä1.0; errors evaluated according to Eq. „5…: „a… water vapor, and „b… carbon dioxide
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should be used in both calculations, and the transmissivities
should be adjusted to a moderate value to make the comparison
meaningful.

Therefore, for each narrow band a characteristic path-lengthXo
was chosen, such that the narrow-band transmissivity was 0.5
when the Voigt profile was employed in the absorption coefficient
evaluation. For some narrow bands with near-zero absorption co-
efficient, the necessary path-length to achieve a transmissivity of
0.5 is extremely large (Xo.100 cm-bar), which is unlikely to
occur in engineering applications. For such narrow bands, the
characteristic path-length was set toXo5100 cm-bar. Using the
characteristic path-length, the transmissivity evaluated from the
absorption coefficient of the Lorentz profile was compared to that
of the Voigt profile, and the relative error was defined as

e5
~ t̄h~Xo!!Lorentz2~ t̄h~Xo!!Voigt

~ t̄h~Xo!!Voigt
3100%, (5)

where (t̄h(Xo))Lorentz is the narrow-band transmissivity evaluated
from the pressure-based absorption coefficient employing the Lor-
entz profile, and (t̄h(Xo))Voigt is that of the Voigt profile.

Since the mole fraction~x! of the absorbing gas affects the
pressure-based absorption coefficient only slightly through its mo-
lecular size in collision broadening, the effects of varying the
mole fraction are minor. All results presented in this note are for a
mole fraction ofx51.0. At other mole fractions, the differences
between the Lorentz and the Voigt profiles are slightly smaller.

Figure 1~a! shows the narrow-band transmissivity of H2O
evaluated at the characteristic path-lengthXo for a total pressure
of 1.0 bar and a temperature of 2500 K. Results of both the Lor-
entz and Voigt profiles and their differences are presented. Figure
1~b! shows the same results for CO2 for the same total pressure
and temperature. The narrow bands with transmissivity larger than
0.5 are unimportant narrow bands, since their absorption coeffi-
cients are so small that, even atX5100 cm-bar, the gas is opti-
cally thin. In both figures, the maximum difference between the
results for Lorentz and Voigt profiles is approximately 1%, which
implies that it is safe to employ the Lorentz profile at 1.0 bar or
higher total pressures and any temperature below 2500 K, since
the higher the total pressure and the lower the temperature, the
more dominant Lorentz broadening becomes. On the other hand,
at low pressures the Lorentz profile may cause large errors, as
shown in Figs. 2~a!and ~b! which were calculated forp
50.1 bar andT51500 K. Large errors always occur at important
narrow bands, i.e., where the transmissivity is 0.5. Therefore, the
Voigt profile should be employed in the evaluation of absorption
coefficients at such pressures and temperatures.

For H2O and CO2 Tables 2 and 3 list some low-pressure (p,T)
combinations at which the maximum error of the Lorentz profile
is approximately 1.0% in terms of the narrow-band transmissivity.
These two tables supply a guideline to determine whether the
Lorentz profile can be safely employed at low pressures. For ex-
ample, for H2O at p50.1 bar, the Lorentz profile causes errors of
narrow band transmissivity less than 1% if the temperature is

lower than 800 K. At temperatures higher than 800 K, Doppler
broadening becomes more important, leading to larger errors if
neglected.

Summary
At low pressures and high temperatures, Doppler broadening

tends to become an important spectral line broadening mecha-
nism. The ranges of pressure and temperature, for which the effect
of combined Lorentz-Doppler~or Voigt! broadening on the ab-
sorption coefficient must be accounted for, has been investigated
in this note. Care was taken to evaluate the spectral absorption
coefficient with high accuracy from spectroscopic databases. For
H2O and CO2 , based on an optimized optical path-length, the
narrow-band transmissivity was evaluated from the absorption co-
efficients, employing the line shape of either the Lorentz profile
~for pure Lorentz broadening! or the Voigt profile~for combined
Lorentz-Doppler broadening!. The transmissivities from these two
broadening mechanisms were compared at various total pressures
and temperatures. It was shown that at total pressure of 1.0 bar or
higher, Doppler broadening is negligible for all temperatures be-
low 2500 K. For low pressures~less than 1.0 bar!, Doppler broad-
ening may become important at high temperatures. The critical
temperature above which combined broadening should be em-
ployed has been established as a function of pressure for H2O and
CO2 .
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An analytical method based on Frobenius power series expansion
has been developed for the performance prediction of fully wet
fins. Fins of different geometries, namely, longitudinal, annular
and spine having both trapezoidal and triangular profiles have
been considered. Unlike dry fins, the efficiency and effectiveness
of wet fins depend on the fin base temperature and psychrometric
condition of the ambient air. A generalized criterion has been
derived for the optimization of wet fins having the above geom-
etries. A method for constructing design curves for the optimum
fins has also been discussed.@DOI: 10.1115/1.1798911#

Keywords: Analytical, Dehumidification, Finned Surfaces, Heat
Exchangers, Optimization

1 Introduction
Extended surfaces or fins are commonly used on the gas side of

the heat exchangers to enhance the rate of heat transfer. In gen-
eral, the energy exchange between the fin and the surrounding gas
stream takes place solely by sensible heat transfer. However, in
various applications, heat transfer between moist air and the fin is
accompanied by diffusion mass transfer of water vapor. This pro-
cess is common in dehumidifying coils of air conditioners, evapo-
rative air coolers and in environmental control system of aircrafts.
In such cases, the fin is termed as a wet fin@1# as there is a thin
film of water on it. In the absence of the water film, gas side fins
are denoted as dry fins.

In dry fins, the temperature difference between the fin surface
and the surrounding fluid acts as the driving force for energy
transfer. In wet fins, energy exchange between the fin and air is
due to combined heat and mass transfer and it depends on the
difference of temperature as well as concentration of water vapor.
Fortunately, using psychrometric relationships@2# and the analogy
between heat and mass transfer@3#, one can establish temperature
difference as the net driving force for energy transfer even in case
of wet fins@1,2#. Following this methodology, the performance of
various fins, namely, rectangular@1,2,4–6#, triangular@7#, trap-
ezoidal and triangular@8# have been evaluated. Analysis of eccen-
tric annular fins under combined heat and mass transfer has been
made by Kazeminejad et al.@9#.

Though addition of fins augments the rate of heat transfer, it
increases the volume, weight and initial cost of the equipment. In
mobile systems, it also increases the running cost, as higher trac-

tive power is needed. Moreover, pressure drop increases with the
addition of fins. It is therefore the duty of thermal engineers to see
that the addition of fins is justified by a decrease in the total cost.
This has prompted numerous studies on optimization of fins. The
optimum design of straight rectangular fins and eccentric annular
fins for dehumidification has been done by Killic and Onat@10#,
and Kazeminejad et al.@9# respectively. In both of these studies,
fin thickness has been kept constant. However, it is a known fact
that reduction of fin thickness towards the tip gives a considerable
saving in fin material. Accordingly, straight taper fins of various
geometries, namely, longitudinal, annular and spine@11# are in
common use under dry condition.

In the present paper, a unified analysis of straight taper fins has
been made for predicting their performance under wet condition.
Fins of all the common geometries, namely, longitudinal, annular
and spine with both trapezoidal and triangular profiles have been
considered. A comparative study on the fin performance has made
for dry and wet fins, as well as for wet fins with a variation of
thermo-psychrometric parameters. In addition, a generalized
scheme is adopted for optimizing the dimensions of the fins such
that a constraint of either a given fin volume or a specified heat
duty is satisfied.

2 Formulation of Mathematical Model

2.1 Analysis. The geometry of different straight taper fins
along with the coordinate systems is shown schematically in Fig.
1. It is assumed that the thermal conductivity of the fin material,
the convective heat transfer coefficient and the temperature and
relative humidity of the surrounding air are constant. At any point,
temperature over the fin cross section is assumed to be constant. It
is further assumed that the temperature at the fin tip is below the
dew point temperature or in other words the fin is completely wet
@1#. In general, the variation of temperature from the tip to base of
a fin is rather small in most of the applications for air condition-
ing. It is customary to approximate the saturation curve as a linear
one for such a small temperature interval@1,5#. The specific hu-
midity on the fin surface can then be expressed asv5b11b2T.
The constantsb1 andb2 are determined from the known values of
specific humidity and temperature following the procedure of the
previous researchers@1,8#. Further, over the fin at every point
local thermodynamic equilibrium is considered so that the heat
and mass transfer analogy becomes applicable. For the present
condition, the outer surface of the fin will be covered by a thin
film of condensate. For rigorous analysis, one should explicitly
consider the heat and mass transfer of the condensate film, which
takes place in a direction normal to the fin axis. However, in a
simplified approach@1,2,8# the effect of the condensate film can
be incorporated as convective boundary condition of the fin. The
transport process can be rendered one-dimensional as is conven-
tionally done for dry fins.

Based on the above assumptions, one dimensional steady state
energy equation for three types of fins, namely, longitudinal, an-
nular and spine reduces into a second order ordinary differential
equation@1#.

d

dx Fyp~r i1x!s
dT

dx G5
ph~r i1x!syp21

k
A11S dy

dxD
2F ~T2Ta!

1
hm

h
~v2va!hf gG (1)

where

longitudinal fin for p51, s50

annular fin for p51, s51

spine for p52, s50.
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Using Chilton Colburn analogy@3#, the above equation can be
nondimensionalized for either trapezoidal or triangular profiles
~Fig. 1! through some algebraic manipulations@11#

Y~12saY!
d2f

dY2
1@p2~p11!saY#

df

dY
2Z1~12saY!f50

(2)

The temperature distribution, and hence the total energy trans-
fer through the fin, are determined solving Eq.~2! subject to the
following boundary conditions:

at Y5H 1 f511up

l F df/dY5Z2f
f5finite valueG trapezoidal profile

triangular profile
(3)

A detailed study of singularity of this equation reveals that the
power series method of Frobenius would be convergent in the
interval of interest@12#. As the indicial equation has two identical
roots, both equal to zero, solution of Eq.~2! can be expressed in
the following matrix form:

Fu1up

11up
G5F H F(

n50

`

AnYn2ES (
n50

`

CnYn2p111F1 ln YD J Y S F(
n50

`

An2E(
n51

`

CnD
(
n50

`

AnYnY (
n50

`

An
G trapezoidal fin

triangular fin (4)

where

FEF G5F(n51

`

nAnln212Z2(
n50

`

Anln

F21~p21!F31~22p!F4

G (5)

and

F F1

F2

F3

F4

G53
~p21!(

n51

`

DnYn2p111~22p!(
n50

`

AnYn2p11

(
n51

`

~n2p11!Cnln2p2Z2(
n51

`

Cnln2p11

(
n51

`

Dnln2p1 ln lH (
n51

`

~n2p11!Dnln2p2Z2(
n51

`

Dnln2p11J
(
n50

`

Anln2p1 ln lH (
n50

`

~n2p11!Anln2p2Z2(
n50

`

Anln2p11J 4 (6)

The coefficientsAn , Cn , andDn can be written as follows:

F A0

A1

¯

An

G5F 1
Z1 /p
¯

@An21$sa~n21!~n1p21!1Z1%2saZ1An22#/n~n1p21!

G (7)

Fig. 1 Schematic diagram of fins with trapezoidal profile: „a… longitudinal, „b… annular, and
„c… spine.
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F C0

C1

¯

Cn

G5F p21
sa2~32p!Z1

¯

$n~n2p11!Fn2~2n2p11!Gn%/~n2p11!2n2
G (8)

F D0

D2

¯

Dn

G5F 0
Z1

¯

$Dn21@sa~n22!~n1p22!1Z1#2saZ1Dn22%/~n21!~n1p22!

G (9)

where

F Fn

Gn
G5F $nsa~n2p!1Z1%Cn211sa~2n2p!$~22p!An211~p21!Dn21%2saZ1Cn22

$nsa~n2p!1Z1%$~22p!An211~p21!Dn21%2saZ1$~22p!An221~p21!Dn22%
G (10)

Following the methodology suggested in@8#, total rate of heat transferq, from the fin can be estimated from Eq.~4!. The heat transfer
q can be nondimensionalized as given in Eq.~11! by the introduction of two dimensionless parametersF andV.

@Q#5Fqhp21p/2~11s!~Ta2Tb!pp1s21r i
skp

Bip21c~12l!~11up!F/V G (11)

The expressions ofF andV are given in Eqs.~12! and ~13! for trapezoidal and triangular profiles, respectively.

FFV G5F F(
n51

`

nAn2EH (
n51

`

~n2p11!Cn1~p21!(
n51

`

Dn1~22p!(
n50

`

AnJ
F(

n50

`

An2E(
n51

`

Cn
G (12)

FFV G5F(n51

`

nAn

(
n50

`

An
G (13)

The total rate of energy transferqi can be estimated assuming the entire fin surface at the fin base condition. And this quantity can
be nondimensionalized as

@Qi #5F qih
p21p/2~11s!~Ta2Tb!pp1s21r i

skp

$Bip~11b2j!/Ri
s%^blp21~11Ri !

s1@12lp2spa~12lp11!/~p11!#&

asc~12l!s11
G (14)

Conventionally, the fin efficiency is expressed as

@h#5@Q/Qi # (15)

The overall effectiveness~«! is defined as the ratio of the rate of total heat transfer through fin to that of the same base surface if the
fin were not present (qe).

@Qe#5Fqeh
p21p/2~11s!~Ta2Tb!pp1s21r i

skp

~11b2j!~11up!~Z0c!2p G (16)

Thus, the overall effectiveness is

@«#5@Q/Qe# (17)

2.2 Optimization. The volume (V) of all the three types of fins can be expressed in dimensionless form~U!

@U#5F Vphp1s11/2~11s!pp1s21kp1s11

$Bip1s11/cs11as~12l!s11%$~12lp11!/~p11!2sa~12lp12!/~p12!%G (18)

From Eqs.~11! and ~18!, it can be seen that if geometrical parameterl, outer radius of the tube for annular finr i and thermo-
psychrometric properties are known, both the heat transfer rate and the fin volume are functions of Bi andc only. Therefore, it becomes
a two variables and one constraint optimization problem where either heat transfer or fin volume can be treated as the constraint. The
optimality criteria of present optimization problem can be derived using the Lagrange multiplier technique.

@ f ~Bi,c!#5@]Q/]Bi 2]Q/]c#F ]U/]c
]U/]Bi G50 (19)

Either the heat transferQ, or fin volumeU, may be taken as the constraint as given in the equation below.
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@g~Bi,c!#5F Bip21c~12l!~11up!F/V2Q
$Bip1s21/cs11as~12l!s11%$~12lp11!/~p11!2sa~12lp12!/~p12!%2U G5F00G (20)

Equations~19! and ~20! are nonlinear and non-homogeneous
equations. They can be solved numerically to give the optimum
values of Bi andc. The generalized Newton-Raphson method
@13# has been used for the solution. The initial guess for the roots
has been made cautiously to satisfy the convergence criteria@14#.
A brief outline of the Newton-Raphson iterative scheme and con-
vergence criteria for the present problem is given below.

FBi j 11

c j 11
G5FBi j

c j
G2@J~Bi j ,c j !#

21F f ~Bi j ,c j !

g~Bi j ,c j !
G (21)

where,J denotes the Jacobian matrix, which is expressed as

@J~Bi j ,c j !#5F F ]

]Bi
f ~Bi,c!G

j
F ]

]c
f ~Bi,c!G

j

F ]

]Bi
g~Bi,c!G

j
F ]

]c
g~Bi,c!G

j

G (22)

The suffix ‘‘j’’ denotes the value at thejth iteration. At each step
of this iteration the convergence criteria is selected as follows:

MaxH U]D1

]Bi U
j

1U]D2

]Bi U
j

,U]D1

]c U
j

1U]D2

]c U
j
J ,1 (23)

where

D15Bi1 Fg~Bi,c!
] f ~Bi,c!

]c

2 f ~Bi,c!
]g~Bi,c!

]c GY detJ~Bi,c! (24)

and

D25c1F f ~Bi,c!
]g~Bi,c!

]Bi
2g~Bi,c!

] f ~Bi,c!

]Bi GY detJ~Bi,c!

(25)

The above process may be repeated to obtain the optimum values
of Bi and c until a specified convergence (1026 in the present
case!is achieved.

3 Results and Discussion
The above analysis can readily be applied for a dry fin if the

energy transfer is assumed to take place solely due to sensible heat
transfer. This can be done neglecting the mass transfer process
~i.e., assigning a zero value to the latent heat! while deriving the
energy equation. Such an exercise has been carried out and the
excellent agreement of the prediction from the present scheme
with the available results of the dry fins indicates its correctness.
Further, the present results have been compared with the results
available in the existing literature@8# for wet fins. Figure 2 depicts
an excellent agreement in the prediction of the efficiency of the
wet fins by the present method and that obtained by Bessel
functions.

It is well known that the performance of convective dry fins
depends only on thermo-geometric parameters. On the other hand,
the temperature at the fin base and the psychrometic conditions of
the surrounding air strongly influences the performance of wet
fins. For demonstration of results, fin base temperature of 285 K
and ambient temperature of 305 K have been considered in the
present case. Different values of ambient relative humidity have
been taken to study its effect on the fin performance.

The variation of performance of a longitudinal fin with both

Fig. 2 Comparisons between present and previous results for
the longitudinal fin with a trapezoidal profile

Fig. 3 The effect of dehumidification on the fin performance of
a longitudinal fin with trapezoidal profile and comparison with
triangular profile: „a… fin efficiency; and „b… fin effectiveness.
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trapezoidal and triangular profiles is depicted in Fig. 3 as a func-
tion of fin parameterZ0 . Under any circumstances, fin efficiency
decreases with increasing value ofZ0 . This trend has also been
noticed in all the earlier investigations. The efficiency of a fin with
triangular profile is marginally lower than that of its counter part
with a trapezoidal profile. However, it is interesting to note that
efficiency of a dry fin is higher than that of a wet fin for the same
value of Z0 . Presence of combined heat and mass transfer in-
creases the longitudinal temperature gradient of wet fins compared
to that of dry fins. This results in a decrease in the efficiency of
wet fins. Similar observations have also been made by Wu and
Bong @1# who has clearly shown that the temperature gradient
increases with an increase in relative humidity. As the aspect ratio
c has been kept constant in the present study, effectiveness curves
depict a trend similar to the efficiency curves. Identical trends of
efficiency and effectiveness are observed for annular fins and
spines.

The thermal performance of the fins having different geometry
has been compared in Fig. 4. For identical fin parameterZ0 , tip
thickness parameterl, aspect ratioc, both the efficiency and ef-
fectiveness of a spine are slightly higher than those of a longitu-
dinal fin and the difference in the performance parameter in-
creases withZ0 . The performance of an annular fin can be
predicted if additionally one of its radii is specified. In the present
work the inner radius is specified non-dimensionally as Bi1 . It
may be noted from Fig. 4 that both the efficiency and effective-

ness of wet annular fin increases with the increase of inner radius.
As the total fin length and other geometrical parameters are con-
stant an increase in Bi1 signifies higher fin surface area. Therefore,
the above trend is not unexpected.

Next, an exercise has been made to determine the optimum
parameters of straight taper fins. To avoid repetition, results have
been shown only for longitudinal fins. Optimum dimensions have
been obtained maximizing rate of heat transfer for a given fin
volume.

Figure 5~a!shows the total rate of energy transfer from an
optimum fin increases rapidly with the increase in relative humid-
ity. The rate of energy transfer also increases with the decrease of
the ratio of tip to base thicknessl, hence maximum heat will be
transferred from a fin of triangular profile for a given fin volume.
However, from the practical considerations often a trapezoidal fin
is selected instead of a triangular one. Generally, such a decision
is justified, as the variation of the total rate of heat transfer withl
is rather small.

The variation of the optimum ratio of fin base to fin length,copt
is depicted in Fig. 5~b! as a function of volume. The ratio is higher
for high values of relative humidity and low values ofl, and it
also increases with the increase of fin volume. It may be noted
that after certain values of fin volume, slope of the curves in Fig.
5~b! increases drastically. One should be cautious in selectingcopt
in this region. As the ratio of fin base to fin length is very high,
one should check the validity of the assumption of one-
dimensional heat transfer.

Figure 5 can serve as a design curve for longitudinal fins with
triangular and trapezoidal profiles. For any application, if the heat

Fig. 4 Comparison of fin performance of different types of wet
fins with a trapezoidal profile: „a… fin efficiency; and „b… fin ef-
fectiveness.

Fig. 5 Design curves for optimum longitudinal wet fins of
straight taper profile for Ta Ä305 K, TbÄ285 K: „a… maximum
heat transfer rate; and „b… optimum aspect ratio.
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transfer rateQ, geometrical parameterl and relative humidity RH
are specified, one may locate the optimum design point in Fig.
5~a! and can find the optimum volume. In the next step, all the
other geometrical parameters of the fin can be determined from
Fig. 5~b!. Once such curves are prepared, tedious numerical cal-
culations can be avoided. This may be explained with the help of
an example. Determine the optimum dimensions of a longitudinal
fin of triangular profile which will transfer 310 W when convec-
tive heat transfer coefficient~forced convection!, conductivity of
the fin material~steel!, difference of ambient and base temperature
and relative humidity are 100 W/m2K, 55 W/mK, 20 K and 100
percent, respectively. With the help of the above data, initially
Qopt is calculated as 0.15. For this known value ofQopt and the
given value of relative humidity, one can find outU50.00028 and
copt50.151 from the design graphs. Then the optimum Bi can be
determined by using Eq.~18!. Thus, this gives the optimum values
of fin length ~L! and semi-base thickness (yb) as 33 mm and 5
mm, respectively.

4 Conclusions
A generalized analytical technique has been developed for de-

termining the temperature distribution in fully wet fins of trap-
ezoidal as well as triangular profile. Fins of three different geom-
etries, namely, longitudinal, annular and spine can be considered
with the same formulation. The analysis has been made based on
the assumption of a linear relationship between temperature and
specific humidity and the method of Frobenius power series ex-
pansion has been used to solve the conduction equation. The same
analysis may be adopted for dry or partially wet fins. For dry fins,
one needs to make the latent heat of phase transformation zero,
while for partially wet fins iterative procedure is needed.

It has been demonstrated that the performance of a wet fin is
substantially different from that of a dry fin. Unlike the dry fin, the
efficiency and effectiveness of wet fins depend on the base tem-
perature and the ambient conditions. Therefore, in later case, the
fin performance parameters have only limited significance.

A scheme has also been provided for the optimum design of
wet fins. In general, taper fins with small tip to base thickness
ratio may be used. In the absence of other restrictions, spines may
be preferred to longitudinal fins for identical values ofZ0 , c, and
l. Construction of typical design curves has been illustrated tak-
ing the example of longitudinal fin. It is seen that, the ratio of base
thickness to length of the fin increases with the increase of fin
volume. This conclusion may not be valid beyond certain value of
Biot number at which the assumption of one-dimensional conduc-
tion breaks down. The present analysis has been done for Bi,0.1
as suggested in@15#.
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Nomenclature

b1 5 constant,vb(Tt2Tb)2Tb(v t2vb)/(Tt2Tb)
b2 5 (v t2vb)/(Tt2Tb), K21

Bi, Bi1 5 Biot numbers,hyb /k andhri /k, respectively
Bit 5 Biot number based on the tip heat transfer coeffi-

cient,htyb /k
Cp 5 humid specific heat of surrounding air,Cpa1vCpv ,

J kg21 K21

Cpa 5 specific heat of dry air, J kg21 K21

Cpv 5 specific heat of water vapor, J kg21 K21

f, g 5 functions defined in Eqs.~18! and ~19! respectively
h 5 heat transfer coefficient, Wm22 K21

hf g 5 latent heat of evaporation of water, Wm22

J 5 Jacobian matrix
k 5 thermal conductivity of the fin material, Wm21 K21

L 5 fin length, see Fig. 1, m
Le 5 Lewis number

p, s 5 constants used in Eq.~1!
q 5 actual heat transfer rate through the fin surface, W

qe 5 heat transfer rate through a surface of same size of
the fin base, W

qi 5 ideal or maximum heat transfer rate through the fin
base, W

Q 5 dimensionless actual heat transfer, see Eq.~10!
Qe 5 dimensionless heat transfer, see Eq.~15!
Qi 5 dimensionless ideal heat transfer, see Eq.~13!
r i 5 fin base radius, see Fig. 1, m

RH 5 relative humidity
U 5 dimensionless fin volume, defined in Eq.~17!
V 5 fin volume, m3

T 5 temperature, K
x, y 5 coordinates starting from the fin base, m

X, Y 5 x/L, y/yb , respectively
yb 5 semi-base thickness
Z0 5 fin parameter,ABi/c
Z1 5 dimensionless parameter,

pZ0
2(11b2j)A11c2(12l)2/(12l)2

Z2 5 dimensionless parameter,bZ0
2c(11b2j)/l(12l)

Greek symbols

a 5 Bi/@Bi1 Bi1c(12l)]
b 5 tip loss parameter, Bitl/Bi
« 5 overall fin effectiveness
h 5 overall fin efficiency
u 5 dimensionless temperature, (Ta2T)/(Ta2Tb)

up 5 parameter, (va2b2Ta2b1)/(Ta2Tb)(11b2j)
c 5 aspect ratio,yb /L
l 5 ratio of the tip to base thickness,yt /yb
f 5 temperature parameter,u1up
v 5 specific humidity of air
j 5 latent heat transfer parameter,hf g /CpLe2/3

F, V 5 parameters defined in Eqs.~11! and ~12! for trap-
ezoidal and triangular profiles, respectively

Subscripts

a 5 ambient
b 5 base

opt 5 optimum
t 5 tip
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In the present work, a computational model is developed to inves-
tigate and predict the thermal performance of high melting point
phase change material during its melting and solidification pro-
cesses within a cylindrical enclosure. In this model the phases are
assumed to be homogeneous and a source term, S, arises from
melting or solidification process is considered as a function of the
latent heat of fusion and the liquid phase fraction. The numerical
model is verified with a test problem and an experiment is per-
formed to assess the validity of the assumptions of it and an
agreement between experimental and computational results is
achieved. The findings show that utilizing of PCMs of high melt-
ing points is a promising technique especially in space
applications.@DOI: 10.1115/1.1800492#

Introduction
Heat transfer processes undergoing liquid-solid phase transfor-

mation have been of continuing interest for many researchers.
Phase Change Materials,~PCMs!, have received great consider-
ation in the defense industries for cooling of electronics and in
telecommunication equipments to control internal temperature un-
der emergency operating conditions@1#. The problem of phase
change of PCMs falls into the category of moving boundary prob-
lems. When the PCM changes state, both liquid and solid phases
are present and they are separated by the moving interface be-
tween them and in this case, the analytical solutions of phase
change are mainly based on solving the Stefan moving boundary
problems, Crank@2#. A considerable effort has been directed to the
mathematical modeling of heat transfer and fluid flow during
phase change of pure substances. In general, these can be classi-
fied into single-domain and multi-domain models. In multi-
domain methods,~moving grid!, conservation equations are ap-
plied separately to each phase, and continuity of temperature and
heat flow conditions are invoked at the solid-liquid interface,
Crank@2#. To circumvent this difficulty, transformation of coordi-
nates has to be done. In order to further simplify the computa-
tional scheme, two types of approximations have been used by
several researchers; a quasi-stationary approximation which is

made by neglecting the motion of the interface in calculating the
flow and temperature fields and a quasi-steady approximation
which is achieved by neglecting the transient terms in the liquid
phase governing equations. On the other hand, in the single-
domain~fixed grid!method, a single set of conservation equations
and boundary conditions is used for the whole domain comprising
the solid and liquid phases, Voller et al.@3#. The interface condi-
tions are accounted for by incorporating suitable source terms in
the governing equations. A nodal latent value is assigned to each
computational cell according to its temperature. Upon changing
phase, the latent heat absorption, or evolution, is reflected as a
source or sink term in the energy equation. The zero-velocity con-
dition, which is required as a liquid region turns to solid, is ac-
complished by adding a source term in the momentum equation.
This model is identified as the enthalpy-porosity model. A distinc-
tive advantage of this single-domain model is that it is not neces-
sary to track the interface explicitly; its motion becomes manifest
through changes in the liquid fraction. Voller@4# performed a
rapid implicit solution technique for enthalpy formulation of con-
duction controlled phase change problems. Basically, three exist-
ing implicit enthalpy schemes are introduced; Shamsundar and
Sparrow scheme@5#, which is based on Gauss-Seidel point itera-
tion approach, Furzeland scheme@6#, which also based on point
iteration, and Old-source scheme, which is based on TDMA line-
by-line iteration. Ghasemi and Molki@7# employed a fixed-grid
enthalpy method to study numerically the melting of an unfixed
solid in a square cavity. It was found that at low Rayleigh, and
Archimedes numbers, the melting rate and the solid velocity are
both very low, and the melting is almost symmetrical. While,
higher values of Rayleigh and Archimedes numbers enhance melt-
ing and the falling velocity of the solid and distort the symmetry
of the interface. Asako et al.@8# employed an enthalpy method to
solve transport processes associated with melting of an unfixed
rectangular PCM in a low gravitational environment. This method
permits the phase change problem in fixed numerical grids, hence
eliminating the need for coordinate transformation. The results
showed that the melt thickness increases with time and decreases
with the increasing of Archimedes number. Also, the rate of solid
volume reduction increases with the increasing of Archimedes and
Stefan, numbers and in the low-gravitational environments the
melting rate is very small. A computational model based on the
enthalpy method was performed by Zivkovic and Fujii@9# to
simulate the transient behavior of a phase change material. The
model was applied for both cylindrical and rectangular geometries
and showed a good agreement with the experiment for rectangular
case. Rady and Mohanty@10# had applied an enthalpy-porosity
fixed grid method to the melting and solidification of pure metals
in a rectangular cavity and multi-domain method with a quasi-
stationary assumption was applied. The results of the utilized
method agreed well with the experimental data.

On the other hand, lot of studies had been carried out to inves-
tigate the thermal performance of the PCM in real applications.
Lacroix, @11# developed a theoretical model to predict the tran-
sient behavior of a shell-and-tube storage unit with PCM on the
shell side and the heat transfer fluid~HTF! circulating inside the
tube. Results showed that the shell radius, the mass flow rate, and
the inlet temperature of the HTF must be chosen carefully in order
to optimize the performance of the unit. Patrick and Lacroix@12#
studied numerically the thermal behavior of multi-layer heat stor-
age unit. The model is based on the conservation equation of
energy for the PCM and the fluid heat transfer. They concluded
that the average output heat load during the recovery period is
strongly dependent on the minimum operating temperature, mass
of PCM, and fluid mass flow rate and temperature. Kurklu et al.
@13# developed a numerical model for the prediction of thermal
performance of a PCM, polypropylene tube, utilizing air as the
heat transfer fluid. They assumed constant physical properties and
neglected the heat loss or gain. They predicted the amount of heat
energy used to increase the temperature of the PCM during the
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phase change process to be about 3.5 percent of the total energy
stored. Jianfeg et al.@14# studied experimentally the charging pro-
cess of a cylindrical heat storage capsule filled with three different
phase change materials. The results showed that the using of mul-
tiple PCMs enhances the charging rate of the PCM storage.
Casano and Piva@15# presented numerical and experimental in-
vestigations of a periodic phase-change process dominated by heat
conduction. In the experimental arrangement a plane slab of PCM
is periodically heated from above by applying a sinusoidal heat
flow. A one-dimensional control volume computer code had been
developed for the solution of the corresponding mathematical
model. The comparison between numerical prediction and experi-
mental data showed good agreement.

From the previous literature, it is obvious that the current prac-
tice is to utilize paraffins, gallium, waxes, etc., as PCMs and ma-
terials of these types have low melting points and low latent heat.
Space applications of an advanced power system in sunshade op-
erating conditions require the system to have high efficiency, re-
liability, low specific weight, and low life cost cycle. This system
must continuously provide electrical power by collecting and stor-
ing thermal energy that is later converted to electrical power. The
collected solar thermal energy is stored in a heat receiver that
consists of containers holding a phase change material. As a mat-
ter of status, the utilized PCM must have high melting tempera-
ture and latent heat to achieve the thermal storing requirements.

The objective of the present work is to investigate and predict
experimentally and numerically, the thermal performance of high
melting point phase change material during its melting and solidi-
fication processes within a cylindrical enclosure.

1 Computational Formulation
The physical system consists of a vertical cylindrical enclosure

filled with a PCM of high melting point. This system is supposed
to be insulated from the bottom and receives heat flux from the
top and sides. The mathematical model formulated to represent
the physical system is based on the following assumptions: the
PCM is homogeneous, isotropic and axisymmetrical, the thermo-
physical properties are constant in each phase, and the mechanical
energy for the volume change during phase change is ignored.
Another assumption is that, the heat transfer is controlled by con-
duction and the thermal conductivity of the liquid phase is modi-
fied to account for the convection effect,

ke

kl
5ClRan1

whereCl and n1 are constants determined experimentally given
by Lacroix @11# and these constants are set equal to 0.099 and
0.25, respectively, for cylindrical geometries.

1.1 Governing Equations. The problem is governed by the
conservation of the total enthalpy,H

]~rH !

]t
1¹.J50

whereH represents the sensible and latent heats,H5c.T1 f .L
By considering the assumption of constant properties, the equa-

tion can be written as

rc
]T

]t
1¹.J5S (1)

whereJ is the diffusion flux vector

J52k¹T (2)

and, S is a source term arises from melting and solidification
process. This source term takes the following form:

S52rL
] f

]t
(3)

L is the latent heat of fusion, andf is the liquid phase fraction.
During the cooling process, the PCM is supposed to be cooled

by natural convection and radiation. The Nusselt number on the
sidewall is assumed to take the following relation introduced by
Incropera and Dewitt@16#:

Nuz5Fgbair~Tb2T`!z3

4nair
2 G1/4

Y~Pr! (4)

where the function

Y~Pr!5
0.75Pr1/2

~0.60911.221Pr1/211.238Pr!1/4

While Nusselt number for the upper surface can be obtained
from the relation

NuD50.54RaD
1/4

1.2 Physical Domain. A diagram of the physical domain
and boundary conditions is shown in Fig. 1. The sample of the
PCM has a cylindrical shape and dimensions ofl /D51 with 10
cm diameter. The value ofT` is taken according to the tempera-
ture attained in the furnace. The heat transfer from the furnace
wall to the sample is considered to take place by natural convec-
tion and radiation. The thermo-physical properties for the consid-
ered phase change material are listed at Table 1.

1.3 Numerical Procedure. The heat diffusion equation is
solved using finite difference based on control volume approach.
The numerical domain is divided into small control volumes. The
finite difference equation is obtained by integrating the heat dif-
fusion equation over each control volume. The control volume is
shown in Fig. 2, the volume of the control volume is (2prDrDz).

E rc
]T

]t
dV52E ¹.JdV1E SdV (5)

Fig. 1 Physical domain and boundary conditions

Table 1 Thermophysical properties of the considered PCM

Property Value

Density 2600 (kg/m3)
Specific heat 1562~J/kg.K!
Melting point 1121~K!
Latent heat of fusion 1043.6~kJ/kg!
Thermal conductivity 14.2~W/m.K!
Thermal Expansion 34.4* 1026 ~1/K!
Dynamic viscosity 0.015~Pa.sec!
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rc@Tn112Tn/Dt#dv52( f 5n,s,e,wJf .Af1S̄dv, whereJ52k¹T
andS̄ is the average value of the source term at pointP. The first
term in the right hand side can be set as

(
f 5n,s,e,w

Jf .Af52keAe

TE2TP

Dze
1kwAw

TP2TW

Dzw
2knAn

TN2TP

Dr n

1ksAs

TP2TS

Dr s
(6)

After arranging the finite difference equation, it will take the
following form:

aP
oTP

n115aETE
n1aWTW

n 1aNTN
n 1aSTS

n1~aP
o 2~aE1aW1aN

1aS!!TP
n 1rL

f p
n2 f p

n11

Dt
DV (7)

where (n11) refers to time (t1Dt), n refers to time (t) and,

aE5
ker eDr

Dze
aW5

kwr rDr

Dzw
aN5

knr nDz

Dr n
aS5

ksr sDz

Dr s

ap5
rDV

Dt
(8)

The time step is calculated from the following expression to sat-
isfy the stability condition:

Dt<0.5
1

a/~dz!21a/~dr !2 (9)

At the time of phase change, i.e., 0, f ,1, it is assumed that the
temperature will remain constant and all the heat diffusion fluxes
to or from the control volume will be used to change the phase.
By equatingTp

n andTp
n11 during the phase change process, Eq.~7!

will take the following form:

aETE
n1aWTW

n 1aNTN
n 1aSTS

n2~aE1aW1aN1aS!Tp
n

5rL
f p

n112 f p
n

Dt
DV (10)

The updated liquid fraction (f n11) is subjected to the following
constraints to prevent getting unreasonable values

and f n115H 0 if f n11,0

1 if f n11.1

The calculations begin from the second point inr andz-direction.
The values of temperatures at the boundary points are calculated
by applying energy balance at the control volume beside the
boundary. For the cylindrical surface, the temperature at the
boundary is calculated by solving the following equation by
simple iteration.

Tb5
h1RT`1~kTb21 /ln~R/~R2Dr !!!1s«R~T`

4 2Tb
4!

h1R1k/ ln~R/~R2Dr !!

Similarly the top surface from

Tb5
h2T`1~kTb21 /dz!1s«~T`

4 2Tb
4!

h21~k/dz!

whereTb21 is the temperature of the point beside the boundary.
Fig. 3 Verification of the present model with Zivkovic and Fujii
findings †9‡

Fig. 4 Experimental setup

Fig. 2 Control volume around node P
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2 Grid Size and Model Verification
The grid size is changed up to 100350 and it is found that this

grid size is sufficient for the present case of study. The validity of
the present model is first verified with the experimental findings
obtained by Zivkovic and Fujii@9#. The present model is modified
to predict the rectangular geometry of their model and a compara-

tive study is performed. Figure 3 shows a comparison between
predicted results of the present numerical model and the experi-
mental results obtained by@9#. Several trials have been done:

1. With neglecting the effect of convection in liquid melt and
keeping the heat transfer constant coefficienth ~without
modifying k andh).

2. Adding the effect of natural convection in the liquid region
by modifying the value of (k) for the liquid phase.

3. Modifying the convection heat transfer coefficient by calcu-
lating the Grashof number based on (T`2Tb) instead of
(T`2Tmelt).

4. By modifying bothk andh.

As shown in Fig. 3, the present model shows a good agreement
with the experimental findings obtained by Zivkovic and Fujii@9#.
Also, from the figure, one can see that the most appropriate model
is the fourth one, in which bothk andh are modified. This model
is used in all subsequent calculations for present work and the
heat transfer coefficient is changed by calculating the Nusselt
number each time step as a function of the temperature difference
between the PCM and the ambient temperature.

3 Experimental
To investigate experimentally the melting and solidification

processes of the utilized PCM, which has a melting point of 1121
K, a mass of 36 gram from it is introduced in a cylindrical Alu-
mina enclosure of 3.6 cm diameter and 2 cm height while, the top
and the bottom of it are well insulated. The enclosure is then
introduced inside a furnace to attain the needed heat for its melt-
ing process. The experimental setup, as shown in Fig. 4, consists
of a well-controlled furnace equipped of 10-molybdenum disili-

Fig. 5 Temperature and liquid fraction contours during heating process

Fig. 6 Temperature time history for heating process at z
Ä0.5 L and rÄ0.6 R
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cide heating elements. These elements are uniformly spaced in a
full circle around the interior furnace wall to achieve a uniform
heat distribution. The maximum attainable temperature of the fur-
nace is 1900 K and the interior temperature of it is kept at 1200 K.
A complete airlift mechanism, pneumatic system, with top and
bottom plugs is supplied to the furnace to attain a variable envi-
ronment to the test sample and in case of cooling process; the
ambient temperature is 300 K. The temperature distribution inside
and outside the enclosure is measured by means of multiple ther-
mocouples, and a Data Acquisition System is used to convert the
thermocouples output to a PC through a standard RS-232 asyn-
chronous serial communication.

4 Results and Discussion
The present numerical model is proposed to predict the thermal

performance of high melting point material during its melting and
solidification processes in a cylindrical enclosure. The initial tem-
perature of the specimen is assumed to be,Ti5300 K and the
specimen is placed in a furnace where the temperature is kept
constant and above the melting point of the PCM. At early stages,
sensible heat is stored at the PCM, while its temperature increases
from Ti to its melting point. During this period, the liquid fraction,
f , remains null as the PCM is still in its solid phase. As the
temperature increases the melting triggers and begins at the inte-
rior intersection of the side and top walls of the specimen where,
the PCM receives the maximum heat flux. By continuous proceed-
ing, the liquid fraction increases with time and once the PCM is
entirely melted, energy is stored by sensible heat and the tempera-
ture begins to increase again.

In the cooling process, the specimen is removed from the fur-
nace and is exposed to the atmospheric temperature; 300 K. The
heat transfer during the cooling process is mainly occurs by natu-
ral convection and radiation. First, the PCM will begin to cool and
lose the sensible heat until it reaches to the melting temperature.
The solidification begins at the lower corner of the cylinder where
the free convection heat transfer coefficient is a maximum. The
solidification will continue to grow from the top and side walls of
the enclosure until all the PCM changes entirely to the solid
phase.

The thermal performance of the PCM can be explained in terms
of some design and operating condition parameters. These param-
eters could be the size of the PCM, the heat transfer surface area,
and the cooling process. It is found that the two parameters which
best characterize the overall performance of the unit are the total
energy stored and the output heat release. The output heat release
can be defined as the output heat released from the PCM during
the cooling process.

The predicted temperature contours and liquid phase fraction
during the heating process are shown in Fig. 5, where the tem-
perature contours are represented at the upper part of the figure
and the liquid phase fraction are represented at the lower part of it.
From the figure one can see that, the temperature starts to increase
at the intersection of the top and side walls of the specimen. When
the temperature reaches the melting point and the sample begins
to melt, the interface between the liquid and solid makes as insu-
lation. This is because of all the heat, which comes from the
furnace, is used just to change the phase. The solid part of the

Fig. 7 Temperature and liquid fraction contours during cooling process
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PCM stays at constant temperature and equals to its melting point.
This is also obvious in the contours of the liquid fraction.

The predicted temperature history at the point of coordinates
(z50.5* length andr 50.6 radius!is shown in Fig. 6, which illus-
trates that, the temperature is increased with high rate at the be-
ginning of the heating process and during the phase change, the
temperature keeps constant. At the end of the heating process, the
temperature increase rate decreases because of the decreasing of
the temperature difference between the sample and the furnace
temperature.

During the cooling process the predicted temperature and liquid
fraction contours are shown in Fig. 7, where the temperature con-
tours are represented at the upper part of the figure and the liquid
phase fraction are represented at the lower part of it. Opposite to
the heating process, the temperature begins to decrease at the side
and top surfaces of the sample while the solid liquid interface
moving to the bottom surface and to the center.

Figure 8 represents the predicted temperature time history dur-
ing the solidification process. From the figure it is obvious that the
high temperature decreases at the beginning of cooling and the
constancy of temperature during phase-change can be observed.

Figure 9 shows the predicted heat release rate from the sample at
the cooling process. The rate of heat release differs from one
period to another. As shown from the figure, the rate of heat re-
lease can be divided into four regions. At the beginning, the heat
release decreases so fast with a high rate due to the temperature
decrease in the sample at the beginning. When the PCM begins to
change to solid, the heat release decrease rate decreases because
of the energy stored as latent heat in the PCM. After the solidifi-
cation has completed the rate increases again. At the end of the
cooling process, the heat release decreases due to the decrease in
temperature difference between the sample surface and the atmo-
sphere.

Figure 10 represents a comparative study for the output power
realized through the solidification process from low melting point
material,@9# and high melting point material, present work. From
the figure one can see that, the output power realized from the
solidification of the high melting point material is extremely high
than that from the low melting point material.

To compare the numerical and experimental findings of the
present work, a modification in the physical domain of the nu-
merical model is performed to fit the geometry and boundary con-
ditions of the experimental setup. A comparison between numeri-
cal and experimental values of the temperature at the center of the
present test enclosure with time during melting and solidification

Fig. 9 Rate of heat release during cooling process

Fig. 10 The output power realized during the solidification
process from utilized PCM of present work and from utilized
PCM of †9‡

Fig. 11 Variation of temperature at the center of the test enclo-
sure with time during the melting process of the utilized PCM

Fig. 8 Temperature time history for cooling process at z
Ä0.5 L and rÄ0.6 R
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processes of the utilized PCM,Tmelt51121 K, is shown in Figs.
11 and 12 respectively. From the figures, it can be concluded that
an agreement between numerical and experimental results is
achieved within experimental uncertainties. The deviation be-
tween experimental and numerical findings could be explained by
the heat losses during the melting and solidification processes due
to imperfect system insulation.

5 Conclusions
A computational model for the prediction of the thermal behav-

ior of high melting point material during its melting and solidifi-
cation processes within a cylindrical enclosure has been pre-
sented. The model rests on solving the heat equation and making
energy conservation between the PCM and atmosphere. Results
show that the heat release from this material during its solidifica-
tion is very high. The decrease rate of heat release shows some
improvements during the phase change process due to the high
latent heat of fusion of the utilized material. The performance of
the present model is verified with the experimental findings ob-
tained by another work and a comparative study was performed
and showed good agreement. An experiment was performed to
validate the present case of study and the predicted numerical
results show good agreement with the experimental findings.
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Nomenclature

A 5 area@m2#
Ar 5 Archimedes number
c 5 specific heat@J/kg.K#

D 5 diameter@m#
f 5 liquid fraction
g 5 gravity acceleration@m/s2#
h 5 heat transfer coefficient@W/m2.K#
J 5 heat diffusion flux@W/m2#
k 5 thermal conductivity@W/m.K#
l 5 enclosure height@m#

L 5 latent heat of fusion@J/kg#

Nu 5 Nusselt number
r 5 distance in radial direction@m#
R 5 radius@m#

Ra 5 Rayliegh number
Pr 5 Prandtl number

Ste 5 Stefan number
t 5 time @s#
T 5 temperature@K#
V 5 volume @m3#
z 5 distance in axial direction@m#

Greek letters

a 5 thermal diffusivity @m2/s#
b 5 thermal expansion coefficient@1/K#

Dr 5 grid size in radial direction@m#
Dt 5 time step@s#
Dz 5 grid size in axial direction@m#

n 5 kinematic viscosity@m2/s#
r 5 density@kg/m3#
s 5 Stefan-Boltzmann constant
« 5 emissivity

Subscripts

b 5 at boundary
b21 5 before boundary

e 5 effective
f 5 face ~n,s,e,w!north, south, east, and west
i 5 initial
l 5 liquid

` 5 ambient value

References
@1# Harris, K. T., Haji-Sheikh, A., and Agwu Nnanna, A. G., 2001, ‘‘Phase-Change

Phenomena in Porous Media—A Non-Local Thermal Equilibrium Model,’’ Int.
J. Heat Mass Transfer,44, pp. 1619-1625.

@2# Crank, J., 1984,Free and Moving Boundary Problems, Claredon Press, Ox-
ford.

@3# Voller, V. R., Swaminathan, C. R., and Thoma, B. G., 1990, ‘‘Fixed Grid
Techniques for Phase Change Problems: Review,’’ Int. J. Numer. Methods
Eng.,30, pp. 875–898.

@4# Voller, V. R., 1990, ‘‘Fast Implicit Finite-Difference Method for the Analysis
of Phase Change Problem,’’ Numer. Heat Transfer, Part B,17, pp. 155–169.

@5# Shamsunder, N., and Sparrow, E. M., 1975, ‘‘Analysis of Multi-Dimensional
Conduction Phase Change via the Enthalpy Model,’’ ASME J. Heat Transfer,
97, pp. 330–340.

@6# Furzeland, R. M., 1980, ‘‘A Comparative Study of Numerical Methods for
Moving Boundary Problems,’’ J. Inst. Math. Appl.,19, pp. 411–429.

@7# Ghasemi, B., and Molki, M., 1999, ‘‘Melting of Unfixed Solids in Square
Cavities,’’ Int. J. Heat Fluid Flow,20, pp. 446–452.

@8# Asako, Y., Faghri, M., Charmchi, M., and, Bahrami, P. A., 1994, ‘‘Numerical
Solution for Melting of Unfixed Rectangular Phase-Change Material Under
Low-Gravity Environment,’’ Numer. Heat Transfer, Part A,25, pp. 191–208.

@9# Zivkovic, B., and Fujii, I., 2001, ‘‘An Analysis of Isothermal Phase Change of
Phase Change Material Within Rectangular and Cylindrical Containers,’’ Sol.
Energy,70~1!, pp. 51–61.

@10# Rady, M. A., and Mohanty, A. K., 1996, ‘‘Natural Convection During Melting
and Solidification of Pure Metals in a Cavity,’’ Numer. Heat Transfer, Part A,
29, pp. 49–63.

@11# Lacroix, M., 1993, ‘‘Numerical Simulation of a Shell-and-Tube Latent Heat
Thermal Energy Storage Unit,’’ Sol. Energy,50~4!, pp. 357–367.

@12# Patrick, B., and Lacroix, M., 1998, ‘‘Numerical Simulation of a Multi-Layer
Latent Heat Thermal Energy Storage System,’’ Int. J. Energy Res.,22, pp.
1–15.

@13# Kurklu, A., Wheldon, A., and Hadley, P., 1996, ‘‘Mathematical Modeling of
the Thermal Performance of a Phase-Change Material~PCM! Store: Cooling
Cycle,’’ Journal of Applied Thermal Engineering,16~7!, pp. 613–623.

@14# Jianfeg, W., Ouyang, Y., and Chen, G., 2001, ‘‘Experimental Study of Charg-
ing Process of a Cylindrical Heat Storage Capsule Employing Multiple-Phase-
Change Materials,’’ Int. J. Energy Res.,25, pp. 439–447.

@15# Casano, G., and Piva, S., 2002, ‘‘Experimental and Numerical Investigation of
the Steady Periodic Solid-Liquid Phase-Change Heat Transfer,’’ Int. J. Heat
Mass Transfer,45, pp. 4181–4190.

@16# Incropera, F. P., and Dewitt, D. P., 2001,Fundamentals of Heat and Mass
Transfer, fourth ed., Wiley, New York.

Fig. 12 Variation of temperature at the center of the test enclo-
sure with time during the solidification process of the utilized
PCM

Journal of Heat Transfer OCTOBER 2004, Vol. 126 Õ 875

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


