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It is demonstrated by a concise standard derivation, motivated by principles of rational
continuum mechanics and irreversible thermodynamics augmented by novel detailed ex-
amples, that for heat conduction in linearly anisotropic solids: (1) common restrictions
placed on the form of the thermal conductivity tensor are insufficient to guarantee satis-
faction of the second law of thermodynamics, and (2) satisfaction of the first and second
laws of thermodynamics alone is still insufficient to insure agreement between heat flow
predictions and observation. An additional constraint beyond that given in many standard
studies, namely that all three principal invariants of the conductivity tensor be positive
semi-definite, is imposed in order to guarantee satisfaction of the entropy inequality. Thus
constrained, such a theory remains under-restricted and can admit purely cyclic heat
fluxes, which are not observed in nature. Imposition of the conjectures of Duhamel and
Stokes, which are in fact earlier specific incarnations of Onsager’s reciprocity theory, on
the constitutive model relating heat flux to temperature gradient is a sufficient remedy.
[DOI: 10.1115/1.1798913

Keywords: Analytical, Conduction, Heat Transfer, Second Law, Thermodynamics

Introduction which to explore the implications of molecular dynamics on en-
In this work, an exposition is given, accompanied by new illu cray di_ffusion, especial_ly relevant for energy transport on molecu-
trative examples and minor clarifications to some of the existifg! [attice scales in solids. o _
literature, to demonstrate that for energy diffusion in linearly an- N what follows, a simple model of diffusive energy transport in
isotropic solids:(1) restrictions given in common heat transfe@n anisotropic solid will be presented. The analysis is restricted to
references are necessary but insufficient to guarantee satisfacéigassical, axiomatic, macro-scale approach with no detailed ap-
of the second law of thermodynamics, a® fully satisfied first peal to the underlying micro-scale physics; however, it is noted
and second laws of thermodynamics provide necessary but insihiat the axioms employed here are consistent with conclusions
ficient restrictions on the functional forms of common constitutivevhich can be drawn from micro-scale models. For such a mate-
laws. An additional independent condition, such as that providegl, a general form of the first law of thermodynamics is posed
by Onsager reciprocityl], which itself is a generalization of the along with constitutive models for internal energy and diffusive
earlier conjectures of Duhamg2] and Stokeg3], is required to peat flux. A first set of restrictions on the form of the constitutive
bring theory into agreement with experimgat-6] for conduction |4vs is found by a standard application of the second law of

in an anisotropic medium. thermodynamics. It will then be shown that these necessary limi-

Gene_ral dls_cussmns of ISSues relevant to Qnsager reupr(_)c_ig\/ions alone nevertheless admit behavior which is not observed in
and anisotropic heat conduction are common in the communities

of irreversible thermodynamics, ¢f7—12]; continuum mechanics, experlm_ent; this is remedied by further application of Onsager
cf. [13-15; and theoretical physics and statistical mechanics, Lrﬁmpmmty. o . . . )
[16-19]. It is noted, moreover, that statistical mechanics gives arf1OW these principles may be unintentionally violated is then
effective microscale based theory which casts macro-scale dfiistrated in three simple examples, which should be useful for
sager reciprocity and the second law of thermodynamics onPgdagogical purposes. First, an anisotropic material which has a
more fundamental theoretical foundation. Nevertheless, while dgiurely symmetric thermal conductivity tensor which also satisfies
ten wide ranging, compact statements of theoretical restrictions e limited second law requirements[@fl], but has a third prin-
models of anisotropic heat conduction are often difficult to pircipal invariant with negative value, in fact violates the second law.
point in these sources; the usefdl] is the most relevant. The Next, for an anisotropic material that has a purely antisymmetric
discussion in the traditional heat transfer community[20-31, thermal conductivity tensor, it will be shown that a temperature
is often more limited, and, as will be seen, incomplete. Undegradient in a given direction induces a heat flux in an orthogonal
standing such issues can be of aid to anyone doing computatiog@bction, all the while satisfying the first and second laws. This is
modeling of anisotropic materials, especially on nonorthogonghmanstrated in two-dimensional geometries which are plane Car-
grids, designing e>_<perimen_ts on materials Wi.th anisotrop'ic micr?ésian and plane polar. In the plane polar geometry, it is seen that
structure, or wanting to build a strong classical foundation frorﬂurely radial temperature gradients induce purely circumferential

i o o heat fluxes. A qualitative analogy is made between such a flux and

Contributed by the Heat Transfer Division for publication in th®URNAL OF

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 29(1) solid b_Ody_ rOtatlon_ar‘dZ) the so-called cyclic chemical reac-
2004; revision received June 3, 2004. Associate Editor: R. Pitchumani. tions studied in the original work of Onsager.
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Model and Analysis wherek;; is taken to be a constant nonisotropic asymmetric tensor

Consider the first law of thermodynamics for an immobile, in(-)f thermal conductivity. The asymmetrig; can be decomposed

compressible solid, posed in Cartesian index notation Es Kij=kj)  Kyijy . where the symmetrikj, and antisymmetric
rij7 are defined as

de  aq;

P =T o (1) K=k =3 (ki +ki),  Kijj=—Kyip=3 (kij—k;i)  (9)

1

Here, the standard Einstein convention, in which the repetition \é\(lth Eq. (9). Eq.(8) can be recast as

the indexi connotes a summation from=1 to 3, is employed. oT oT

The independent variables are distan¢e wherei=1, 2, 3, for gi= —k(ij)g_ k[ij]% (10)
j i

each of the orthogonal directions in space, and tinTdhe depen-

gent vartlables ‘:"I_rﬁ lrzjternil energy per ltm'tt mﬁsanci ththe?r: Substituting Eq.(10) into the Clausius-Duhem relatiaf), it is
flux vector, g; . 1he density,p, IS a constant parameter. or esqqp 1nat the second law for this material becomes, after elimina-
incompressible immobile solid, which can undergo no deforma-
. . ; . . fion of the nonzero temperature
tion work process, classical thermodynamics provides a Gibbs

equation for systems near equilibrium undergoing reversible heat

transfer o dror o arar_
i T——t kg ——=
de=Tds, 2) ) dx; dx; Lif] dx; ox; (11)
-
whereT is the temperature argis the entropy per unit mass. It is -0

then postulated that such a relation is valid for more general sys-
tems which may be undergoing irreversible heat transfer. Con
quently, one adopts the non-equilibriude/dt=Tads/ot, and the
first law, Eq.(1), can be rewritten in terms of entropy as

ow the part of Eq.(11) involving kij1 is identically zero for
arbitrary values of temperature gradient dqgh . This is because
the tensor inner product of a symmetric tensor, such as
95 20 (aT/ax;)(dT/9x;) and an antisymmetric tensor, suchkag,, al-
qi : ; . i
pT—=—— (3) ways vanishes, which can be shown by direct expansion. So the
at 9% second law reduces to

Next, use the product rule to expand the first law, E), in a

nonintuitive fashion to get k(i-)a—T ﬁzo (12)
Dax; ax;
ds 9 [q;\ q; T ) ) . -
P = T 72 o, which must hold for any value of temperature gradient. So it is

seen that any nonzero antisymmetric componeri;ofannot in-
reversible  irreversible fluence the evolution of entropy or the second law.
Using standard results from linear algebra, cf. Strg32y], it
This formulation of the first law is written so as to segregat&®” further be stated that the entropy inequality, &), will be
entropy generating terms into those associated with both reveyélisfied if and only ifk ;) is positive semi-definite. This will be
ible and irreversible heat transfer. This is seen upon consideratf§ case if and only if the eigenvaluasof k;, are positive
of the second law of thermodynamics, which for such a material §§Mi-definite. The eigenvalues are guaranteed to be real by the

given by symmetry ofk;). The eigenvalues df;j) can be shown to be
positive semi-definite if and only if the so-called invariants of
Js d g Kiijys 11, 12, andl 3, are themselves positive semi-definite, which
P 52 T\ T (5) can be inferred from Funfll3]. The invariants reside in the char-
I

acteristic polynomial ok;;, , which determines the eigenvalues
Using Eq.(4) to eliminate the terms involving entropy and revers-

ible heat transfer, the second law, E§), can be re-expressed as AN=1 N2+ 10— 15=0 (13)
a Clausius-Duhem inequality The three roots to Eq13) will be denoted as\;, A,, and\j.
q T Detailed analysis shows that the invariants, along with the neces-
-2 =o. (6) sary and sufficient conditions for positive semi-definiteness of
T2 9% symmetric matrices, are compactly summarized as
The only term which contributes to the Clausius-Duhem inequal- Iy =K, =tr(Kgj)) =A1+Xo+\3=0 (14)
ity is that associated with irreversible heat transfer. While revers-
ible heat transfer does induce entropy changes, it makes no con- Lo=2 (ki ko — Koo ) = det( Ko )tk
tribution to the irreversibility of the process. 2= 2 (kankap ~kap ko) = detk k)
Next two simple linear constitutive models are posed. First, the =NNo+ N3t AN =0 (15)
internal energy is taken to be a linear function of temperature so
that the caloric state equation is |3: E”kk(ll)k(zj)k(3”:de( k(lj)) :)\l)\z)\320 (16)
e=cT+e, (7) While it is likely the case that Eq$14)—(16)could be inferred

. . ) from [20], it is certainly not transparent. The condition$2d]are
wherec is the constant specific heat aeglis a reference energy. mare clear, but the necessary Efi6) is unaccountably omitted.

Second, the heat flux vector is given by Duhamel's generalizatigihis omission propagates to other sources, §25).

[2] of Fourier’s law, i.e., it is taken to be a linear function of '\ypan the special case in whief/dx; = (1,0,0) is substituted
temé).eratu_lfﬁ gradient which vanishes when there is no temperate Eq. (12), one finds thak,4=>0. équivélént results are ob-
gradient. Thus, !

tained for the remaining two directions. As the symmetric part of

oT a diagonal element is the diagonal element itself, one then has
0= —kij ®)
I ! X Ki1y=K11=0, K=k3=0, K33=Kkz=0 (7)
Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 671
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It seems that no further significant simplifications can be made 1 1 2

over those of Eqs(14)—(17). However, it is useful to keep in

mind the following imprecise, pragmatic, and rarely stated recipe: kij=Kj= 1 4 -1 (21)

To insure positive definiteness of the conductivity tensor, terms on 2 -1 5

the diagonal must be positive and, relative to terms off the diag-. ) .

onal, large. In the two-dimensional limit, the conditions are simpl& is easily seen that the two conditions [@1], Eqs.(14)—(15),

and precise and reduce 1q;=0, k=0, and \KipKp are satisfied a$; =10 andl,=23. However, the tensor is not

=Ky, of, equivalently, k;;=0, k=0, and JKykz= (ks positive semi-definite since it has eigenvalues\ef6, A=2

+Ky) /2. +5~4.2361, anch =2— 5~ —0.2361. Here, the neglectéd
Just as antisymmetric terms do not influence the entropy ifi- & and thus Eq(16) is not satisfied, rendering the tensor not

equality, it is easy to show that they do not influence the ener@?smve semi-definite, and the second law violated.
equation. Substituting Eq10) into Eq. (1), one finds That this would lead to a nonphysical prediction is clearly seen
upon rotating the coordinate system to one aligned with the prin-
cipal axes of the conductivity tensor. The principal axes are given
Je PT PT by the eigenvectors d{;;) . The normalized eigenvectors are then
p—=kij ——+kg —— (18) cast into the columns of an orthogonal matfiy,, which is the
ot Ox 9%, Ox 0%, matrix of direction cosines of the rotation
S——

=0 0.3015 0.3868 —0.871
=| —0.3015 0.9058 0.2977 (22)

. . 4
Once again the tensor inner product of the symmefid/ 9x; dx; mn

with the antisymmetridg;; identically vanishes, giving rise, after 0.9045 0.1730 0.389
imposition of the caloric state equatigr), to a temperature evo- The transpose of this special matrix can be shown to be its in-
lution equation of verse, and is also known as the rotation matrix, which results in
JT 2T €intmn= Ojm - Here,ﬁ]jm is the Kro_necker delte_l. As des_crlbed in
pC—=Kij) oo (19) Mmany sources, cf33], under rotation, a generic vectoris rep-
ot IX;IX; resented in the rotated, denoted by a prime superscript, coordinate

, o ) )
Now while an antisymmetric component &f; cannot affect syst,em a9 = Lipv; - Likewise, 2 geqerlc tens% Is represented .

either the temperature field or the entropy inequality, it woul@S@pn= €ip@ij€jn - The relevant rotation operations are as follows:

induce a heat flux, and if such a flux existed, it could be measured oT

with standard techniques. In fact in a hypothetical anisotropic ma- gi=

terial which had a purely antisymmetric thermal conductivity, one

could imagine the following experiment. Take a thin rectangular

plate and hold two parallel boundaries at two moderately different CpGi=— Cipkij=——

temperatures. The antisymmetric conductivity would then not in- X

duce a flux normal to the isothermal boundary, but would induce

a parallel flux. This flux would induce as much energy to enter at o= —CipKij Sjmm— (23)
one end and as to leave at the other. One could then put each of IXm

the nonisothermal boundaries in finite reservoirs of liquid water,

and one would observe one reservoir solidify and the other boil. €oGi=— (£iokii € )<€ (7_T)

Such an observation has never been made, despite related careful P PRI Mgy

attemptg4—6]. One might view this as a violation of the second

law for the combined system of the reservoirs and the plate. If, , , T

however, the reservoirs were infinite, the energy flux would in- qp:_kpng

duce negligible temperature change, and thus no violation of the n

second law. The eigen-rotation of Eq(22) rendersk,= ¢,k €}, to be a

In [9] it is contended that nonzeig;;; can have no observable purely diagonal tensor with the eigenvalues on the diagonal. Con-
consequences. It is then argued that this implies that one G@stuently, the generalized Fourier's law in this particular refer-
choosek[?] arbitrarily without resort to Onsager reciprocity. Ref-ence frame is that of an orthotropic material and can be written as

erence[9] goes on to choosk(;j;=0, thus recovering Onsager
reciprocity, while suggesting that other choices would be equally aT
as valid. In light of the argument in the preceding paragraph, it is —
contended here that Onsager reciprocity q; 6 0 0 Xy
aT
Kpij;=0 (20) g, |=—-[ 0 4.2361 0 — (24)
. . . . - . a o o -023) | 7
is the unique choice to bring predictions of heat conduction in oT
anisotropic materials into agreement with observation. This gen- —
eral conclusion is in agreement with Millgt1]. X3

Such a conductivity tensor admits the non-physicaj

=0.236VT/dx;; i.e., it predicts energy to be transported by ran-
Counter Examples dom diffusion from regions of low temperature to regions of high

Here three counterexamples are presented which illustrate ffEPErature, in direct violation of Clausius’ formulation of the

necessity of imposing the conditions described in the previog§cond law. . y . .
section. y P 9 P Note that selection of a conductivity tensor which is more di-

agonally dominant can render the tensor to be positive semi-
Second Law Violation. Consider a conductivity tensor which definite. For example, changirkg, ) from 1 to 2 in Eq. (21)gives
is purely symmetric, as well as having positive diagonal elementise to satisfaction of the second law, as for this new tensor
with a value of =6.1135,1,=0.4829, anc\ ;=4.4036.
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Onsager Reciprocity Violation, Plane Cartesian Case. Application of Eq.(26) gives for the heat flux
Consider now a purely antisymmetric conductivity tensor applied

- i h Ak(Tmax— To) Xz
to a strictly two-dimensional geometry. Take then Qy(Xq X0, 1) = msx ° (1,2ﬁ L Oa(Xy,Xp,1)=0
G-l (25) 34
: 0 The temperature gradient in the 2 direction induces a heat flux in

where k is a characteristic scalar value of thermal conductivitghe 1 direction. At the midplanes,=H/2, there is no heat flux,
Obviously for this tensok;,=0 andkg;;;=k;; . From the gener- and the maximum amplitude of the heat flux occurs at the bound-

alized Fourier’s law, Eq(8), one then has aries with a magnitude of (T a—To)/H. In a rectangular con-
trol volume aligned with the domain, the same amount of energy

JT enters at a giver, as exits at a downstreax. Moreover, all the
a; 0 -« (771 energy remains confined to the domain. Consequently, the spa-
(qz) Tl o0 JT (26) tially nonuniform temperature field has no variation in time. Had
— the conduction tensor been that of an ordinary isotropic material,
2 energy flux through the boundaries xat=0 and x,=H would
or more simply, have inducedr'(x,,X,,t—02)=0. In the absence of a driving po-
tential difference in temperature at the boundaries, a positive iso-
qi=x ﬂ Qo= — K ﬂ 27) tropic conductivity causes the system to come to equilibrium with
7 %ok, 2 %4 its environment.
Substituting Eq(26) into the Clausius-Duhem inequality, E@®), Onsager Reciprocity Violation: Plane Polar Case. A simi-
the second law reduces to lar result is obtained in non—Cartesian coordinates. Consider a
JT problem related to the previous example in plane polar coordi-
i nates, for which one has
10T ﬂT) 0 —K) g | _ .
T2\ 3% %, o /| ot =0 (28) X1=Tr C0SH, X,=rsing (35)
sz Application of standard coordinate transformations leads one to
) ) ) formulate the generalized Fourier's law for the antisymmetric
Expanding, one finds that the equality holds conductivity tensor as
q Kk JT q JT (36)
1 oT oT oT dT [l 9= T K——
7("‘55“55)?0 (29) oo i
r 172 27 It is trivial to show that the first law still reduces &¥/dt=0, and
-0 that the second law is satisfied, with zero irreversibility. Consider

now a similar initial boundary value problem on the domain of a
and consequently the irreversibility is identically zero for such @ircular disk for whichr e [0,R], 6€[0,27], te[0,):

conductivity. _
Similarly the first law of thermodynamics, EL), after appli- T(ROD)=To, T(0.0,1)<e,

cation of the caloric state equation, Ed@), and Eq.(26), is writ- r\2
ten as T(r,0,0):To+(TmaX—TO)( 1—(§ ) (37)
ﬂ Here,R is the outer radius of the disk. Once again the maximum
Cﬂ: J 0 —xj| oxs (30) temperature isT o, here realized at=0. The solution for the
PE 5t Xy X\ k0 aT time-dependent temperature field and heat flux is straightfor-
9y wardly found to be
. 2
This reduces to r
T(ryevt):To+(Tmax_To)(l_(§> ) (38)
aT T . T a1
R o N (31) qr(r,6,t)=0 (39)
which holds that no temperature changes are induced by such a 2k(Tmax—To) [ T
heat flux. Qo(r.0)=—"F17—""|R (40)

Consider now an initial boundary value problem for a plane
Cartesian problem with a purely antisymmetric conductivity ten- Appropriately scaled temperature and heat flux fields are plot-
sor. Consider the domair; e (—»,»), x,e[0,H], te[0,»), ted in Fig. 1. Figure 1(aghows the temperature field. Despite the
where H is the height of the domain. Next, take as Dirichletack of forcing either within the domain or at the boundary, the

boundary conditions and initial conditions initial temperature disturbance persists for all time in the presence
_ _ of purely antisymmetric conductivity. FigurgH) depicts the un-

T(x,00=To, T(xy,H,D=T,, usual consequence of a purely anti-symmetric conductivity: the

X5 X, heat flux vectors are tangent to the isotherms. This situation is

T(xl,xz,O)=T0+4(TmaXfTo)(—) ( 1- —) (32) analogous to velocity vectors and particle pathlines for a solid

H H rotating about a central axis. In fact it is easy to show that the

Here, T, is the boundary temperature, afig, is the maximum antisymmetric conductivity tensor has associated with it a vector
temperature, realized here xaf=H/2. Then Eq.(31) simply re- Which is analogous to the a solid body rotation vector; the equiva-
quires that the initial temperature distribution must hold for alent vector here is (1/2);kgi;;=(0,04)". Here, g;;y is the alter-

time so that nating unit tensor. Another analog is found in a classical chemical
kinetics problem described by Onsadéi. There it was shown

that if Onsager reciprocity were not imposed on constitutive laws
for chemical kinetics, that so-called cyclic reactions, never ob-

Xo Xo
T(leXth):To+4(Tmax7To)(ﬁ)(17ﬁ) (33)
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Conclusions

As the scenario in the first example clearly violates the second
law of thermodynamics, the necessity of the additional constraints
for positive semi-definiteness is obvious. As the phenomenon pre-
dicted in the second two examples has never been observed in
conductive heat transfer, despite the enforcement of first and sec-
ond laws of thermodynamics, it is concluded that an additional
condition is necessary. It is clear that Onsager reciprocity, equiva-
lent to the Duhamel-Stokes conjecture, provides a sufficient
condition.

Lastly, recent predictions such as those[d8] that Onsager
reciprocity does not hold away from equilibrium suggest an inter-
esting possibility. If this contention is correct, then it may be
possible to repeat Soret’s experiméai, and with modern mea-
surement devices, detect spiral components of heat fluxes in
response to radial temperature gradients.
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Nomenclature

A = generic chemical species

B = generic chemical species

C = generic chemical species

H = domain height[m]

I, = first invariant of conductivity tensofW/m/K]

|, = second invariant of conductivity tens¢tW/m/K)?]
|3 = third invariant of conductivity tensof(W/m/K)]

X R = domain outer radiugm]
— = T = temperature[K]
R & = generic tensor
¢ = specific heat[J/kg/K]
Fig. 1 Example solution for conductive heat transfer in an an- e = specific internal energyJ/kg]
isotropic material with a purely antisymmetric thermal conduc- kij = thermal conductivity tensofW/m/K]
tivity tensor; (a) surface plot of temperature  (dimensionless ); ¢;; = direction cosine tensor
and (b) isotherms of (T—T,)/(Tyax—To) and heat flux vectors g, = heat flux vector[W/m?]
(dimensionless ) r = radial coordinatejm]
s = specific entropy[J/kg/K]
t = time,[s]
vi = generic vector

. . . ) X; = Cartesian distance vector coordingdtm,]
served in closed adiabatic systems, could be predicted; for ex-

ample, in a system with three componeAts3, andC, one could Greek Symbols
predict a situation which at long time admitted the situation de- Sim = Kronecker delta
picted in Fig. 2. €jx = alternating unit tensor
6 = circumferential coordinate
k = thermal conductivity scalar componefity/m/K]
N = eigenvalue of conductivity tensdyW/m/K]
p = density,[kg/m’]

Subscripts
i = Cartesian index

j = Cartesian index
A m = Cartesian index
max = maximum
n = Cartesian index
o = reference state
B p = Cartesian index
r radial direction
0 circumferential direction

(---) = symmetric part of tensor
[---] = antisymmetric part of tensor
Superscript
‘ " = rotated coordinate system
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Effects of Gravity, Shear and
Surface Tension in Internal
Condensing Flows: Results From
Direct Computational Simulations

The paper presents accurate numerical solutions of the full two-dimensional governing
X. Wang equations for steady and unsteady laminar/laminar internal condensing flows. The results
. relate to issues of better design and integration of condenser-sections in thermal manage-
A. Narain ment systems (looped heat pipes, etc.). The flow geometry, in normal or zero gravity, is
Mem. ASME chosen to be the inside of a channel with film condensation on one of the walls. In normal
e-mail: narain@mtu.edu gravity, film condensation is on the bottom wall of a tilted (from vertical to horizontal)
channel. It is found that it is important to know whether the exit conditions are con-
Department of Mechanical Engineering- strained or unconstrained because nearly incompressible vapor flows occur only for exit
Engineering Mechanics, conditions that are unconstrained. For the incompressible vapor flow situations, a method
Michigan Technological University, for computationally obtaining the requisite exit condition and associated stable steady/
Houghton, MI 49931 quasi-steady solutions is given here and the resulting solutions are shown to be in good
agreement with some relevant experimental data for horizontal channels. These solutions
are shown to be sensitive to the frequency and amplitude of the various Fourier compo-
nents that represent the ever-present and minuscule transverse vibrations (standing
waves) of the condensing surface. Compared to a vertical channel in normal gravity,
shear driven zero gravity cases have much larger pressure drops, much slower wave
speeds, much larger noise sensitive wave amplitudes that are controlled by surface ten-
sion, and narrower flow regime boundaries within which vapor flow can be considered
incompressible. It is shown that significant enhancement in wave-energy and/or heat-
transfer rates, if desired, are possible by designing the condensing surface noise to be in
resonance with the intrinsic wavegDOI: 10.1115/1.1777586

Q. Liang

1 Introduction pared toy}~5 which yields the thicknesy} of the laminar

Accurate numerical solutions of the full governing equation%Ub'layer for. zero .mterfaiuall mass transfer cases—see the defini-
are presented for steady and unsteady laminar/laminar film cdi@n of nondimensional; given in terms of the values of *
densation flows on one of the walls inside a channel. This isdgfined in Eq(6.29)of White [8] and replace the wall shear stress
good geometry for addressing the influence of shear and gra\ﬂﬁy interfacial shear stress in the expression for nondimensional
by changing the channel inclination from vertical to horizontsgpeedu* that appears in this definitigniThis thickening is due to
(see Fig. 1)and is also a good geometry for consideration of flownterfacial mass transfer and associated streamlines that pierce
behavior in the absence of gravifspace applicationThe results, through the interface into a very slow laminar condensate flow.
based on simulations for channel heights in the 2—25 mm rang@der these semi-turbulent conditions, the vapor is laminar near
and a specific choice of 4 mm in Table 1, are important for te interface and turbulent outside the laminar layer. Therefore,
qualitative understanding of condenser-sectigpically of milli- ~ for these cases (Re<7000), the computational predictiofsn-
meter or sub-millimeter scale hydraulic diamejemehavior in der laminar/laminar assumptionsf film thickness, heat transfer
applicationgsee Krotiuk[1] and Faghr{2]) such as Looped Heat rates, etc.—though not the predictions for vapor velocity profile
Pipes, Capillary Pumped Loops, thermal management systedtside the interfacial laminar sub-layer—are, as expected, in
and electronic-cooling devices. good agreement with relevant experimental results of &juand

This channel flow geometry is also a simple modification of theu and Suryanarayar{d 0].
classical flat plate geometry associated with classical studiesThis paper briefly states some of the significant vertical channel
(Nusselt[3], Rohsenow4], Koh [5], etc.)for external film con- results reported in Narain et &ll1] and utilizes its computational
densation over vertical, horizontal, and tilted walls. methodology to obtain new results for normal gravitited to

To address laminar/laminar flow issues that cannot be addres§@#izontal channels for gravity to shear dominated floarsd zero
by integral approache€Chow and Paristi6], Narain et al[7], gravity. Amo.ng cher new features of this paper is the fact that
etc.), direct numerical simulations are undertaken here to betftface tensiow is not approximated as a constéas in[11]) but
understand the wave-phenomena and associated effects. Althoiggidken asr=o (T) for pure vapor/liquid interface. Furthermore,
the results presented here are strictly valid only for laminar vap8f the interface, this paper retains the surface tension terms for not
flows and laminar condensate, in practice, turbulent vapor at inRfly the normal stress condition but also the tangential stress con-
(with inlet vapor Reynolds number as large as 70@0allowed dition (the term responsible for Marangoni effects

because of the much thicker laminar sub-layer encountered by thé/nconstrained exit-condition cases associated with incompress-
vapor flowing in the vicinity of the interfacé.e. y§>5 as com- ible vapor flows and constrained exit-condition cases associated

with compressible vapor flows physically arise from the fact that
Contributed by the Heat Transfer Division for publication in th®URNAL OF condenser-sectiorisuch as the one in Fig) &re typically only a

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 4Part of a closed flow-systertlooped heat pipes, ejoor a closed
2003; revision received April 22, 2004. Associate Editor: J. Chung. flow-loop (see, e.g., Fig. 2 in Narain et 4lL1]). Therefore, pres-
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vertical/inclined cases, heat-transfer rates under annular/stratified
conditions can easily be enhanced by 10—30 percent for a resonant

U T~ bottom wall noise that is still minuscule. The enhancements in
% heat-flux are less significant for zero gravity environments.
e For most of the wavy situations considered here for terrestrial

environments, the role of surface-tension on the nature of noise-
induced wavegphase-speeds, amplitudes, etare found to be
negligible. Since small diameter tubes in normal gravity are not
considered here, significance of surface tension for that configu-
ration can not be ruled out. As stated earlier, under zero gravity,
. the role of surface-tension in the normal stress condition at the

o interface is significant and this result is presented and discussed
COOLANT here. On the other hand, the Marangoni effect of surface tension in
_______ UNSTEADY the tangential stress cc_)ndit_ion (_:ontinues to be negligible for both
STEADY normal and zero gravity situations—even for nonconstant con-
densing surface temperatures.
Fig. 1 Flow geometry for simulations. The film thickness has The results presented here underscore the importance of includ-
been exaggerated for the purposes of clarity in discussing the ing the role of gravity, exit conditions, and noise-sensitivity issues
algorithm and the nomenclature. In the figure, all the neighbor- in categorizing heat transfer correlations and flow regime maps.
ing points are affecting a flow variable at a typical point P in the Therefore currently available heat transfer correlati¢fisviss
“elliptic” vapor flow. et al. [13]; Shah[14]; etc.)and flow regime mapgsee Hewitt

et al. [15], Carey[16], etc.)can be improved to address their
reported deficienciesee Palen et aJ17]).
ence or absence of active flow contfol other constrainisn the ~ The vapor in the condenser section is considered here to be
remainder of the flow-loogas is the case in Fig. 2 ¢11]) may Pure. However, in some appllc_atl_ons, noncondensable gaseous im-
translate into presence or absence of exit constraints f@rities may be present. If this is the case, the noncondensables
condenser-section flomsee Fig. 1)under prescribed inlet and tend to concentrate at the interfadsy setting up diffusion pro-
wall conditions. The noise-free unsteady simulation mettssd: Cesses under appropriate variations in their concentrations and
Liang [12]) for identifying the correct natural exit condition andpartial pressurgsand this usually leads to a significant reduction
the corresponding attractive steady solution which allows neaily heat transfer rate@vlinkowycz and Sparro18], etc.). In the
incompressible vapor flowainder unconstrained exit conditions context of discussions for Fig. 12 in Narain et gl1] for con-
is summarized here briefly, and is given, in greater detail, Ffrained exit conditions, it was recognized that this situation is
Narain et al[11]. prone to instabilities and oscillations due to vapor compressibility
These attractive steady solutions are generally stable to initRffects. It is believed that the presence of noncondensables are
disturbances. But, for different gravitational environments, the uHkely to provide an extra degree of freedom that will reduce the
derlying steady/quasi-steady solutions are attained for quite diffé¢vel of such oscillations/instabilities.
ent natural exit-conditionsi.e., exit vapor quality or exit pres-
sure). However, it is found that the stability for the zero gravit i ;
case is weak if the exit condition is not actively held constant gt GO\./er.nlng Equations ) )
its near natural valuée.g., by the approach indicated in Fig. 2 of The liquid and vapor phases in the fide.g., see Fig. lare
[11]). denoted by a subscriptl =1 for liquid andl =2 for vapor. The
Also, the sensitivity to minuscule bottom plate noi¢eat are fluid properties: density, viscosity u, specific heaC,,, thermal
typically almost always presentis shown to be significantly conductivity k, etc., with subscript, are assumed to take their
larger for the flow in zero gravity situations than in normal gravitjepresentative constant values for each phdsel(or 2 and
situations. This is because zero gravity flows have to withstaffgese values for R-113 are obtained here from ASHRAE Hand-
minuscule persistent noise only with the help of the small surfab®0k [19]. Let T, be the temperature fields; pe the pressure
tension forces present in the normal stress condition. However, fids, Ts(p) be the saturation temperature of the vapor as a func-
unconstrained-exit cases considered here, these solutions tigi of local pressure pA be the film thickness, nbe the local
found to be quite insensitive to noise in the vapor flow at the inlgfiterfacial mass flux, J(x)(<T«p) be a known temperature
Sensitivity to noise at the exit is not considered here but, againJariation of the copled bottom plate, amg=u,i+Vv,j be the ve-
expected to be large only for certain constrained exit conditiomscity fields (wherei andj denote unit vectors along x and y axes
(see Fig. 12 of Narain et dl11] for discussions regarding the roleFurthermore, let h be the channel heightagd g be the compo-
of vapor compressibility for these cage#t is shown that this nents of gravity along x and y axes; pe the inlet pressuré\T
noise-sensitivity also depends on the nature of the ndisg its =Tgpy) —T,(0) be a representative controlling temperature dif-
amplitude, frequency, and wave-length contemtd the resonance ference between the vapor and the bottom plaiehdthe heat of
condition effects discussed in Narain et[dl1] for vertical chan- vaporization at temperature(p), o be the surface tension at any
nel configuration are also valid for the other environments consittmperature Jp) with oy being the specific value at(p,), and
ered here(namely the shear dominated horizontal configuratiod be the average inlet vapor speed determined by the inlet mass
and zero-gravity casgs Furthermore, for gravity dominated flux. With t representing the physical time afxy) representing

Table 1 Specification of reported flow situations involving saturated R-113 vapor at the inlet. Properties of R-113 are taken from
ASHRAE Handbook [19].

Po (kPa) To(po) (°C) AT (°C) h (m) U (m/s) o (N/m)
Fig. # for flow Re, Ja Frt Fr,* palp1 ol gy We Py
3, 5a-5d, 6, 7, 8a_8b, 9,  108.855 49.47 5 0.004 0.41 0.015
10, 113—1ll3br 12a-12b, 1200 0.0341 0.2379  0.32x10°° 0.0053 0.0209 67.6 7.2236
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physical distances of a point with respect to the axes in Fig. 11t should be noted that negligible interfacial thermal resistance
(x=0 is at the inlet and y=0 is at the condensing surfaeee and equilibrium thermodynamics on either side of the interface is
introduce a new nondimensional list of the fundamental variablessumed to hold for values af downstream of the origiri.e.,

through the following definitions second or third computational cell onwarddnd hence, as per
) discussions leading to E@A8) in the appendix of Narain et al.
Xy, m}:[f y Au 1] [11], no model(see, Carey16], Plesset and Prosperdgil], etc.)
ARG h’h"h’U"p,U is needed to supplement the known restrictions on the interfacial

(1) mass-fluxm (see Eq(8) of Narain et al[11]). However, reason-
yi T, pi—po t able initial estimategfrom Nusselt[3] solution, etc.)for m are
{vi.6,,m ,t}=(U, AT p Uz’ m] used to obtain convergent solutions that are eventually shown to
be independent of the initial guess.

The nondimensional differential forms of mass, momentdm  Thoughx~0 zone does not affect the results of this paper,
andy-components), and energy equations for flow in the interi@ibility to account for interfacial thermal resistances does become
of either of the nearly incompressible phasés { or 2 are the important when the liquid-vapor phase-change interface lies
well-known equations within 10—-500 nm of a solid surface that is at a temperature dif-

ferent than the phase-change saturation temperé&ayeby more
au n ) _ than 5°C). At such locations, boiling or condensation processes do
ax ay require development of relevant thermodynamics and material-
science knowledge bagsuitably supported by experiments and
au, au, au, (am) . 1 (32u| azu,) molecular dynamic simulationghat would yield models of the

+yp—=—|— -1 ' . .
[ X a2y type described in Carej16], Plesset and Prosperefifil], etc.

Tt TG o Pt Re
y 9 (2) This is an area of modern research that may provide key techno-

2 2 logical insights with regard to some key relevant procegsesh
dv dv Ju a1 J“v J“v ; ; ; e :
iy — ety — = | 2]+ | 2+ 2 as control of nucleation sites in boiling, sustenance of drop-wise
ot IX ay ay ¥ Ralgx?  gy? condensation, etc.

By dropping all time dependencies in the initial boundary value
a0, 26, a6, 1 70, %6, problem described above, the resulting steady equatiwhgh
a5t U'W +U|W* m — T are elliptic near exjtfor any reasonable but arbitrarily prescribed

: exit conditionZ, (denoted as an initial value &g(t) att=0),
where

+
ax?  ay?

where Re=pUh/u,, Pi=u,Cylk, Fr,'=gh/U? and Ff*
zgyh/UZ. The above equations are solved for each of the two 1 B
phases under a complete and proper prescription of boundary con- Z(0)= Uz(Xe,y)-dy=Z, (4)
ditions (inlet, exit, and the walls), initial conditions, and the inter- IsteadyXe)
face conditiongsee Delhay§20], etc.). These conditions are usedhe steady solution is obtained. This solution is then assumed to
in their exact forms and they are given in E¢3)—(15) and Egs. apply at timest<0. That is, if ¢(x,y,t) is any variable(such as
(A1)—(A9) of Narain et al[11]. u, vy, m, 0, etc.), the initial values ofp and film thickness

An inspection of all the nondimensional governing equations$(x,t) are such that
interface conditions, and boundary conditions reveal the fact that
the flows considered here are affected by the following set of ~ ?(0Y:0=dsiearfX,y)  and 8(X,00=Sseaqf®)  (5)

nondimensional parameters Where ¢gieaqyand dseaqyrepresent steady solutions. Although the
prescription ofZ, within 0<Z,<1 is arbitrary (except that it
Re,, ,Ja,F;‘l,?,%,Prl,xe,ze(O),We,Fl;l ®) should be such that it allows a steady computational solution in
1 1

the stratified/annular regime assumed in Fig.its natural value

o (denoted aZ|y,) for the unconstrained cases is computationally
where  Rg=p,Uh/u,=Re, Ja=CpAT/hg, and Ky found by the procedure outlined in section 4.

=hig(Ts(Po)). Here Reg, Fr,', and Ja are control parameters Using the initial condition in(5), the unsteady solutions far
associated with inlet spedd, inclination «, and temperature dif- >0 are obtained by solving the full initial boundary value prob-
ferenceAT. For unconstrained exit condition cas@®., incom- lem with appropriate boundary conditiorf&ith or without the
pressible vaporgonsidered here, it is seen later tia(0), the typically present minuscule vibrations of the condensing suyface
initial value of the exit vapor quality, is not important because iBince an assumption of unconstrained exit conditi@es, incom-
does not affect the naturally selected steady solution and its aspressible vaporare made for the unsteady computations in this
ciated exit vapor quality|n,. The density ratip,/p,, viscosity paper, no exit conditions are prescribed for0 as long term
ratio u, /1, and Prandtl number Pare passive fluid parameters.values of the exit conditiorisuch asZ|y, for steady noise-free
Also, for unsteady or quasi-steady wavy-interface situations, teguations)are obtained as part of the solution.

normal stress condition at the interface imply an additional depen-

dence on a surface tension parameter, Weber number We ]

=p,U2h/o. For superheated vapors, in the interface energy equa- Features of the Computational Approach

tion, there is a very weak dependence on the thermal conductivitypetails of the computational approach are given in Narain et al.
ratio k,/k; . Furthermore, unlike in Narain et dll1], in this pa- [11] and Liang[12]. Some essential features and a broad outline
per, nonconstant surface tensior o(T) for pure vapors is al- are summarized here.

lowed throughVso term in Eq.(A3) in the appendix of11]. Asa  Between times “t” and ‘t+At,” two types of adaptive grids
result, the ternjt] on the right side of the tangential stress condigtermed grid-A and grid-Bare employed. At time, grid-A (see
tion given in Eq.(5) of [11] is modified by adding an additional Fig. 3 of[11]) is based on a stair-step geometrical approximation
term “Ma g, /x| 111+ 53" on the right side of Eq.(A9) of of §(x,t) as a function ofx and it changes whenever the liquid
[11]. Here the Marangoni number Me,Uc,d,/u; represents and the vapor flow variables need to be recomputed for a changed
the surface tension contribution to tangential stress under the materfacial configurationS(x,t). The physical processes, however,
tation c;=dTs/dp andd,=—do/dT. For the cases consideredemploy a piecewise linear or high@ubic splinesppproximation
here, a representative set of values of the new constantgareof §(x,t) based on their discrete values at marked locations in
~0.0003 K/Pa,d;~0.1046 N/(m-K), and Ma=0.1963. grid-A. In the interior of either the liquid or the vapor phase,
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LIQUID DOMAIN CALCULATIONS VAPOR (see Hirt and Nichola§23], etc.)for air/water type flows. Simi-

UNDERNEATH 8, (X,t) larly, a suitable spatial extension of E@), in conjunction with
VAPOR DOMAIN CALCULATIONS some other techniques, is used in the Level-Set metS8adsman
ABOVES(x, ) et al. [24], etc.) for capturing the interface through iterative

l__ Bann (5.0 single-domain(consisting of both the phasesalculations. For
boiling related phase change flows, the Level-Set technique has

recently been used by Son and Df®5]. In order to overcome

some of the problemésee, e.g., Li and Renard®6]) associated

with interface capturing techniqudbe it Level-Set, VOF, ett.

that utilize Eq.(6), the limited goal here was to ensure that these

problems do not give rise to spurious computationally generated

waves when no physical disturbances or noise are present. This
“GHOST" liquid over an “interface-cell” difficult requirement was met by looking at the existing know!-

edge base for the reduced form of E6) given in Eq.(7) below.

Fig. 2 The liquid domain calculations underneath Sanift (X, 1) By substituting HEh'{y__ﬁ(X’t)}' 0H/0t:—U~(96/&t,_ 19H/19_x

with prescribed values of (U}, ,vi.,0,s) on &g (X,1) satisfy the =—d4l9x, Hlay=1, etc. in Eq.(6) and properly nondimension-

shear and pressure conditions on the actual  &(x,t). Discarding  alizing the resulting equation, one obtains the following interface

all other calculations, only calculations underneath 8(x,t) are tracking problem
retained. The vapor domain calculations above &(x,t) with pre-
. i i i . - - (95 J— (?6 —
scribed values of (uj3,v;,,0;) on 8(x,t) satisfy mx=Megnergy — +u(x,t) —=v(xt)
and the requirement of continuity of tangential velocities. ot X
5(0,H)=0 (7
grid-A is used for all calculations. However, to make the best 8(x,0)= SgeagfX) Or other prescriptions

changes ind(x,t) leading to its accurate prediction at time “ — i —
+At,” a different grid (grid-B) is generated for spatially locating Where u=uy+{Ja/(Re-Pr)}d6,/9x|' and v=v}+{Ja/(Re
the variables §(x,t), u(x,t), andv(x,t)) that appear in the in- -Pr)}d61/dy|' typically depend strongly, but indirectly, ah The
terface tracking equatiofsee Eq/(7) below)for this problem. As computational issues for dlscretlz_atlon and_ numerl_cal solution of
discussed and shown in Fig. 3 of Narain et[4ll], grid-B needs Ed. (7) are well understood and discussed in Narain effl].
to be defined for the-domain alone because it is employed for The computational approach defined above meets the following
the specific purpose of obtaining the best numerical predictiofgquirements(i) the convergence criterig.e., smallness of “b”
for changes ins(x,t) through Eq.(7) described later on in this defined on p. 125 of Patankg22]) in the interior of each fluid is
paper. The predictions made on grid-B are interpolated to obteiatisfied, (ii) all the interface conditions are satisfie@i) grid
corresponding values on grid-A. At any tintelinear mappings md_ependent _solutlons are _obtalned for gnds t_hat are sgfﬁmently
suffice for spatial interpolation and exchange of the values of tfgfined(see Fig. 14 of11]), (iv) unsteady simulations yielding the
relevant flow variablegviz. 8, u, andv) at locations between Sensitive interface locations are free of computational n(itse
grid-A and grid-B. The approach broadly consists of thé achieved by ensuring that there is an absence of computational
following: noise in the absence of physical ngisend(v) its predictions for
) ) ) ) the classical steady problems of condensation on vertical or hori-
+ At discrete number of locations in Fig. 2, guesgontal plates(Nusselt[3], Koh [5], etc.)are in agreementsee
{8,U}q, v, 016, U5 05, 05} Narain et al[11] and Yu[27]) with the classical solutions. As per
» Under the shifted interface depicted in Fig. 2, the liquid doestimates described in Narain et [dl1], the sum total of errors in
main problem is solved by a finite-volume meth@8IM- the solutions reported here is less than 6 percent.
PLER utilizing source term method described in Patankar
[22] and Narain et al[11]). P i ;
» Above the interface, the vapor domain probléee Fig. 4(b) 4 l.demlflcatlpr.] .Of St.eady/Qucl’;15| Steady Solutions and
of [11]) is also solved by a finite-volume meth¢8IMPLER Their Compatibility With Experiments
utilizing source term method described in Patar{iz®] and For slow laminar/laminar internal condensing flows considered
Narain et al[11]). here, the steady governing equations are such that the behavior of
* The seven guesses are repeatedly updated to converge to ttheirx-component of the velocity field are “elliptic” in the sense
correct values with the help of seven interface conditiorthat downstream conditions are able to affect flow variables at an
given in Narain et al[11] (one each from Eq¥3)—(5), two upstream locatior{see a representative point P in Fig. This
from Eqg. (8), and two from Eq(9) of [11]). For the steady behavior of the steady equations allow the signature of degen-
problem fort=0, the exit conditiorZ, needs to be prescribed eracy associated with a stationary saturated mixture in a closed
and an additional eighth “condition” is created to satisfy thisontainer(i.e., the fluid, under equilibrium thermodynamics con-

requirement. ditions, could have many vapor/liquid interfacial configurations
* The above steps are repeated in such a way that all interfaxssociated with different mixtures—from all vapor to all liquid—
conditions, differential equations, etc., are satisfied. with the actual quality being determined by the total amount of

heat removed from an initial all vapor configuratido be carried
MBver to the steady solutions of the governing equations and one
"has many steady interfacial configurations for different exit-
conditions(i.e., different exit vapor qualitieZ, in Eq. (4)) that
represent different amounts of heat removed for any given inlet
JH . i and wall conditions. As a result, as is seen in Fig. $1df,, there
E+v'1~VHz -|[VH| (6) are different steady solutions for different exit vapor qualities.
However, for incompressible steady vapor flows associated with
When the right side of Eq6) is zero, spatial extension of Eq. unconstrained-exit cases, unsteady noise-free simulations in Fig. 3
(6) leads to a color function H whose initial values=8 and H=1 (which are free of both physical and computational npi®ow
within each of the phases are retained for all tiie®), and this that these steady solutions seek out a naturally selected exit con-
forms the basis of the popular VQFolume of fluids)techniques dition (denoted a<Z.|y,) ast—o. In other words, there is an

One of the interface conditions, viz. the physical variable for
of M =Megnergyin Eq. (8) of [11], also given as one of the equali
ties in Eq.(A7) of [11], is rewritten, with the help of EqgA1)
and(A5) of [11], in its popular interface tracking equation form

_kl &T|
p1-Nig dn
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0.02 = Table 2 Comparison of experimental and computational Z elna
i i values !
0.0175 |-
G _ Run # Z@x=12 Z@x=24 Z@x.=36 Mean Error %
2 00125 | 220 Expt. 0.776 0.572 0.477 —2.13
::" : - Theory 0.81 0.58 0.48
2 omf 221 Expt. 0.828 0.702 0.583 5.85
- F Theory 0.85 0.66 0.5
E 00075 | C,ZJNa=047 @t=0& C3atlarge t 100 Expt. 0.908 0.824 0.761 -0.17
= o Pt Gt Theory 0.92 0.84 0.74
0.005 | wr=0ue= 181 Expt. 0.884 0.796 0.718 3.97
F Theory 0.89 0.76 0.66
0.0025
o 1 R T Flow of saturated R113 condensing on the bottom plate of a horizontal channel of
0 10 X el 30 h=25 mm, %=0.91 m and measurements 2f| . at x,=12, 24, and 36.

Fig. 3 For flow situation specified in Table 1 with a=90 deg
and x.=30, the figure depicts two sets of steady solutions C;

(for Z,=0.51) and Cj; (for Z,=0.44) that provide the initial con-
ditions for solutions to be obtained for t>0 without any speci-
fication of exit conditions. The figure shows the resulting
8(x,t) predictions for t>0, the set of 8(x,t) curves C; start at
Z,=0.51 at t=0, and tend, as t—x, to the solution for which
Z|na=0.47. The other set of curves C; start at Z,=0.44 at t
=0 and also tend, as t—, to the same Z|y, solution.

of the experimental geometrfwhere ultrasound film thickness
sensors, etc. were mounjeds modeled as a two-dimensional
horizontal channel flon(with gap height h=25 mm). Further-
more, for experimental runs considered in Tables 2 and 3, the
simulations ensured that the fluidefrigerant called R-113 the
average inlet velocity in the channel, bottom/top channel wall

temperatures, and inlet pressure were specified to be the same as
the specifications/values of the corresponding items/variables in
the selected experimental runs. It is found in Tables 2 and 3 that,
R5r horizontal channel flows considered, good agreement was ob-
Nained well beyond the typical laminar/laminar restriction of inlet
el . ; vapor Reynolds numbébased on channel height as characteristic
ary value problem for a system of partial differential equations jg4th)heing approximately less than 2000. It was found that the
qualitatively the same as that of a stable nddee Greenberg 5greement was good for inlet vapor Reynolds number up to 7000.
[28]) among the stationary solutions of a system of nonlinear Krhaps' because of slow laminar condensate flows<(KsD,

attracting wave-free steady solution, which, in the qualitative re
resentation of Fig. @), is termed an attractor. The definition of al
attractor among the steady solutions of a well-posed initial bou

dinary differential equations. As shown later, this solution is stab{g,a e Re is defined in Incropera and DeW(t29]) and nonzero

but senS||t|v_e to nfo'sr?' As a result, in practice, onIy_aquaS|-"ste erfacial mass transfer through inclined or transverse vapor

wavy solution of the type indicated in Fig.(B) is actually gyreamiines near the interface, the condensing vapor develops a

real!zed. h . . . ¢ th sufficiently thick laminar sub-layer in the vicinity of the interface
Since the above procedure requires consideration of the Ytae Narain et af11] or Liang [12]). This laminar layer allows

steady equations to identify the natural steady solution, it is 0b\igmntational predictions of film thickness, heat transfer rates,
ous that this approach is both novel and different from stea

. : X : - h c. under overall laminar/laminar assumptions to continue to re-
incompressible single-phase or air/water flows where it typlqal ain in good agreement with the experiments of Lu and Surya-

"Farayand10] though, perhaps, predictions of vapor velocity pro-

The above approach for identifying stable quasi-steady inCof gytside the laminar sub-layer of the vapor above the interface
pressible vapor solutions is also found to be in good agreemer'ﬁéy not be good).

(see Tables 2 and 3yith relevant experimental results of /9]

and Lu and SuryanarayajaO]. These experiments were done Effects of Gravity on Natural Steady Solutions. In Fig. 5(a)
under unconstrained-exit conditions and filmwise condensation we see that gravity has a significant influence on film thickness. In
the bottom surface of a horizontal dué¢ngth=0.91 m)of rect- the absence of gravity assisted condensate drainage that occurs for
angular cross-sectiofwidth=40 mm, height=25 mm). For com- vertical/inclined configurations, condensate film is much thicker
parisons with the simulations, the flow in the vertical midsectioim zero gravity. However, zero gravity condensate is still slightly
thinner than its values for the corresponding horizontal configura-
tion. This is because, in the horizontal configuration, part of the
vapor shear is used to deny the tendency of the condensate’s
hydrostatic-pressure distribution to cause a backward downhill
flow and only the remaining vapor shear is used to keep it forward
moving with a monotonically increasing film thickness. This
monotonic increase of condensate thickness is due to a net balance
that occurs between continuous accumulation of the liquidier
condensation mass transfer across the interfand its forward

flow. Despite the proximity of the horizontal and zero-gravity
steady solutions, the absence of the transverse gravitational force
in zero gravity makes the pressure variations in the liquid much
more sensitive to the surface tension term in the normal stress
condition(the second term on the right side of E4) in [11]) and

this, as we see in the next section, causes much larger amplitude
interfacial waves in response to ever present condensing surface
noise. The significance of the magnitude of the transverse gravi-
tational restoring force is best seen by observing that the liquid

Zeatt=0

/ Ze=Znaast — o
/ ®

Zeatt=0

‘With noise
(Wavy Attractor)

(a) (®)

No noise
(Smooth Attractor)

Fig. 4 Qualitative nature of the attracting steady /quasi-steady

solution. The figure shows that different steady solutions asso-
ciated with different exit conditions (Z, at t=0) are attracted,
under unconstrained exit conditions and as t— o, to a special
steady solution with  Z,=Z|na-

680 / Vol. 126, OCTOBER 2004

pressure variationsrq(x,y,t) is affected both by its interfacial
value ) (as given by Eq(4) in [11]) and its value required by the
y-component of the momentum equation in E2). For example,

if effects of v,(x,y,t) is ignored because of its smallness, the
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Table 3 Comparison of experimental and computational mean film thickness values

Flow Speed Average
U (m/s) Run # AT(°C) (%) 8(x,) 8(X3) 8(Xq) S(Xs) % Error
0.34 220 31.21 Expt. 0.010 0.015 0.016 0.018 0.020 —5%
Comp. 0.012 0.014 0.015 0.017 0.019
0.31 221 21.42 Expt. 0.008 0.013 0.014 0.015 0.017 2.9%
Comp. 0.011 0.013 0.014 0.016 0.018
0.42 100 14.76 Expt. 0.012 0.014 — 0.015 0.015 4.2%
Comp. 0.010 0.013 0.016 0.018
0.5 181 21.42 Expt. 0.008 0.012 0.013 0.014 0.016 3.0%
Comp. 0.009 0.012 0.013 0.015 0.016

Flow of saturated R113 condensing on the bottom plate of a horizontal channeR&finm, x=0.91 m and measurements of film thickness values=2.03, 6.10, 10.16,
18.29, and 32.51.

y-momentum balance in Eq.(2) implies wl(x,y,t)zwil nored(this is because an increaseAp, /p, makes the underlying
+|Fr; Y|(8—y), where|Fr; '] is a positive constant and; satis- assumption “4,/p,<1" a poorer approximation Figure
fies Eq.(4) of [11]. 5(c—d show that phase-speedge.fX) (see Narain et af11])
Furthermore, Fig. @) shows it is equivalent to prescribe exitfor zero gravity and horizontal configurations are significantly
pressure f,=1/(1— 5)f3;772dy) or exit quality Z, at x=X, and smaller than gravity driven vertical cases, and, as a result, in Fig.
that the natural exit conditiongexit quality Zg|y, or associated 5(d), the characteristics curves along which disturbances propa-
exit pressureare different in different gravitational environmentsgate (see Narain et alf11]) become very nearly vertical. This
The shear dominated casé@wmrizontal and zero gravityhave a means that, for these shear dominated cases, effects of condensing
much larger pressure drop and hence have a much narrower flewvface noise are likely to accumulate around the location of the
regime within which the compressibility of the vapor can be igroise.

0.30
0.08
007 | —=0g
oo6 | = lpe=0 t
——1g, a=90°

0.05

8 004 |
0.03
0.02 A
0.01
0.00 ‘ ' ' K ' l o 20 9.0 160

0.0 5.0 10.0 150 20.0 250 300 350 ' ' X 20 00
X
(a)
1.000
Zelna =091
0.900
0800 | Zeha=0877
t

Z Zejna = 0.691

0700 fpr”
= 0g, x.=20
0.600 —* 1g,0=0%%x=20
= 1g, 0=90°%.=20
0.500 . . ‘ .
-0.40 -0.30 -0.20 -0.10 0.00 0.10 0.20 0.0 5.0 10.0 150 200 25.0 30.0 35.0
Ty (%e)
(b) (d

Fig. 5 (a) For flow situations specified in Table 1, the figure shows smooth steady condensate film thickness for vertical,
horizontal and zero-gravity cases which have, for Xe=20, Z,|n,=0.691, 0.877, and 0.91 respectively. (b) For the flow situations

specified in Table 1, the figure shows different exit pressure m,(X,) values associated with different ~ Z, values. In particular, it also
shows Z|na and their corresponding exit pressure values for the cases considered in Fig. 5 (a). (c) For flow situations specified in
Table 1, the figure shows phase-speeds LTsteady(X) for the cases considered in Fig. 5 (a). (d) For flow situation specified in Table 1,
the characteristics curves  x=x.(t) denote curves along which infinitesimal initial disturbances naturally propagate (see [11]) on
the stable steady solutions of Fig. 5 (a). On characteristics that originate on x=0 line, there are no disturbances as  §(0,t)=0
implies 6'=0.
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Fig. 6 For flow situations specified in Table 1, the above Fig. 7 Closer to the interface, the figure shows the interface
9(x,1) predictions (At=10) are ’for vertical and 0 g cases with |ocation and vapor /liquid streamlines at  t=300 for a resonant
initial data  &(x,0) = dgeaqy (X) + 6" (x,0), where a nonzero distur- bottom wall noise given as  v;(x,0,t)=g-sin(2 wx/\)-sin(2 wt/T)

bance é’(x,0) has been superposed at t=0 on the steady so- where £=0.32E—5, A=10, and T(X)=)\“I5teady(x)- The underly-
lution  &eaqy - Here 6'(x,0)=0.004-sin(2 7x/5) for 3.5=<x=<13.5 ing steady solution is for a zero gravity flow in Table 1 with
and &r=0 elsewhere. Xe=230, Zg|na=0.91 and oy=15E—03 N/m.

. . f dv Simulati | tion amplitude are about 6.250 *m/s (which is less than
> Discussion of Unsteady Simulation Results 107%g, g~10m/$). Such vibrations are indeed commonly

Effects of Initial Disturbance. The behavior of natural exit- Present as structural or coolant flow induced vibrations and these

condition and associated smooth-interface steady solutions as ¢ In the 0-30 Hz range considered here. For the wavy cases
tained in Fig. 3 are qualitatively described in Fig. 4. In norm iIScussed/studied here, these vibrations are often the primary

. . : . .. “Cause of observed interfacial oscillations. Although the results
gravity, as shown in Narain et gl11], these solutions are intrin- ¢hown in Figs. 7 and 8 are for sinusoidal standing waves on the
ity of the natural Ze=Z|y,) smooth-interface zero gravity solu- three-dimensional patterns will arise from a more general noise
tions, as compared to stability of normal gravity solutions, ithat would typically be present. Even if the noise itself is two-
demonstrated by the results in Fig. 6. In Fig. 6, there is son#émensional, any three-dimensional imperfection in the geometry
separation between thie- (i.e., larget, or t=20) andt=0 can cause the waves to become three-dimensional.
solutions for the zero gravity case. As the size of the amplitude of For the resonance casgeertical, horizontal, and zero-gravjty
the disturbance used for the zero gravity case in Fig. 6 was &2nsidered in Fig. @) the resonance phenomena comes into play
duced, it was found that the— (i.e., larget, or t=20) solution (see Narain et a[11]) when the external noise frequenty, and
stayed closer to the=0 solution associated with the natural exitvavelength associated with minuscule standing-wave noise of
condition. This large time behavior implies that the stability fothe bottom plate are chosen such that:
the zero gravity case, as compared to normal gravity case, is M o X) =1 %) @)
weak. In other words, loosely speaking, for qualitative purposes, ex steady™
the bowl at the bottom of Fig.(4) is much flatter for zero gravity where the steady problem’s phase speggdsqfx) in Eg. (8) is
than the corresponding cases for normal gravity. This weak stabilell defined(see Fig. 5(c)and is known from the steady solution
ity in zero gravity is observed even in the absence of surfaf@r Ze=Z|na. At @ chosen operating condition, this large growth
tension and momentum transfer terms in the interfacial normte resonance condition can be actively achieved by placing vi-
stress condition given in Eq4) of [11]. Therefore the weak sta- bration actuators along the condensing surface with well-defined
bility to initial disturbances is a result of the mass transfer and tfigequency shifts or by a passive desiguitable variations in ma-
associated nature of the streamlirf@ich, at the interface, are terial thickness and/or compositipof the plate associated with
more transverse in gravity driven flows and more slanted, astie condensing surface. For zero gravity, the resonant noise-
Fig. 7, for shear dominated flogather than stabilizing or desta-induced waves in Fig.(@) lead to enhanced pressure drdpse
bilizing effects of surface tension and/or momentum-transféig. 8(b)).
terms in the normal stress condition at the interfezme the right ~ The above-described effects of bottom wall standing-wave
side of Eq.(4)). noise employ a product of a single wavelength spatial sinusoid
) . o and a single-frequency temporal sinusoid. In practice, there are
Effects of Noise and Resonance. The noise-sensitivity of the seyeral sinusoidal components of different wavelengths and fre-
solutions in Fig. 5(a)s shown in Figs. 7 and 8. These Figuregy encies. Once the actual components of bottom wall noise is
;how that the mterface is quite sensitive to even minuscule Starég('perimentally known(with the help of accelerometérsand
ing wave vibrations of the bottom plate given by(x,0.)=¢  modeled (say as vy(x,0,0)],=2e-sin(2ax/\)-sin(2at/T)
-S|n5(27rx/)\)~sé|n(27r_t/T) whose gmplltudee is in the range of 4ng v1(X,0,0)],= & - sin(2mx/\) - SiN(2m/T) + & -sin(2mx/(\/2))
10"°-3-10 . This, in a way, is expected from E@7) because . sin(27t/T) in Fig. 9), the resulting shapes of the different free
interfacial disturbances are forced by the interfacial valbieof surface wavegsee Fig. 9)and their effects can be assessed. Ex-
the transverse velocity, that appears irv. Furthermore, the perimental measurements of both the bottom wall noise and real
extreme smallness of this forcing is consistent with the fact thaime film thickness values can be used for further validation and
on averagey,>u;>v, with each dominance being at least twause of the resonance phenomena.
to three orders of magnitudg.e., 1¢ or 1¢°) bigger over the  In Fig. 10, the waves in @ (for o=0,) have significantly
other. For the cases considered héeqy., the case of~24, greater amplitude for noise amplitude ef5s* as opposed to
A~10, h=0.004 m, andJ~0.41 m/s), the maximum displace-e=¢*. This is because forward wave speeds are very small and
ment amplitude of the vibrations are about 0,2, maximum higher accumulation rates of local interfacial disturbances at
velocity amplitude are about 0.12m/s, and maximum accelera- higher amplitudes significantly dominate the damping rates of lo-
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Fig. 8 (a) For flow situations specified in Table 1 and X =35,
the above &(x,t) values at t=0 (with Z,=Z|y.) and t=20 are
for resonant and non-resonant bottom wall noise given as
v1(x,0,t)=¢€-sin(2 wx/\)-sin(2 w1/ T), £=0.24E—05 and A=10. For
nonresonant cases T=24 and for resonant cases T=T(x)
=N Ugeaqy. (b) For flow situations specified in Table 1 and Xe
=35, the steady and unsteady values of exit pressures
are shown as a function of x. The predictions are for case 1:
vertical (@=90 deg), case 2: horizontal in 1 g (a=0 deg, Fr,
=0.233) and case 3: 0g (Fr‘l—O) The waves are due to bottom
wall noise specified in Fig. 8 (a).

"n_—_ __
cal disturbances. In the next section it is seen that surface tensWJ%” heat flux @y=—k

forces eventually contain these larger amplitudes.

0.040
—1g a=90°1=0
0.035 | )
-»—1g, o= 90° t=25, withnoise vi(x,0, D)
0030 - —a—1g a=90°t=25, withnoise vi(x, 0, Oy
0025 |
80020
0015 |
0010 |
0.005
0.000
000 500 1000 1500 2000 2500 3000 3500  40.00
X
Fig. 9 For flow situations specified in Table 1, the &(x,t) val-

ues at t=0 (with Z,=Z|n2) and t=25 are for different bottom
wall noises defined as: v,(x,0,t)|,=2¢&-sin(2 wx/\)-sin(2 @t/ T),
and v1(x,0,0)|y= &-sin(2 wXIN)-sin(2 mtl T)+&-sin(2 7x/ (N 2) )
-sin(2 =i/ T) where £=0.24E—05, A=10, T=T(X)=MN/Ugeaqy » and
0,=0.015 N/m.

balance equations in E) that play a role in the motion of the
condensate. However, as seen in Fi@)8effects of surface ten-
sion forces, in the interfacial normal stress conditisee Eq.(4)

of [11]) are not masked in zero gravity where the surface tension
term provides a key effectvhich, for typically small surface ten-
sion values, becomes more significant whenever the curvature or
S,y Values become large). Thus surface tension particularly plays
a significant role in @ response to bottom wall noise of amplitude
above certain valuegcompare e=¢* with e=5¢* for non-
resonant @ cases in Fig. 10). This is because higher noise ampli-
tudes cause accumulation of interfacial disturbances to exceed
their removal/damping rates and an unsteady situation is attained
where the wave amplitudes are contained by just the right varia-
tions in curvature that are consistent with the role of surface ten-
sion forces in the normal stress condition. Furthermore, in Fig. 10,
it is seen that the above-described dynamics is such that there is a
wave amplitude decrease as surface tension values incfiease
09=300*) and a wave amplitude increase with decrease in sur-
face tension(for oy=0c*/30). Computations also verify that an
assumption of a hypothetical zero surface tension at the interface
does not allow zero gravity flows to withstand average values of
-dT11dyly-o) are only slightly higher

Effects of Surface Tension. For typical interfacial waviness
associated with vertical to horizontal cases in the presence nf 100

0. 1=0,¢*, o*

gravity (e.g., the vertical case in Fig(®), it is found that the L_._'gg::m::: (2135 S
0.090 | —e—0g resonant, t = 15: . (1530)*
surface tension and momentum transfer terms in the relation 1 —o o lga=90°i=
. . . . . 0.080 F~-@-lga=90° resunaml 15, ¢%, o*
interfacial pressureenz the second and third terms on the right " -4~ lea =507 novreonm, = 15.c%.0°
side of Eq.(4) in [11]) do not play a role over most of the con- | | =& 0srensesnant (=155 o
densing surfacéa small leading edge zone oves@<g,, with 0'050 |
eg9<<1, is excluded because flow physics in this region do n 0'040 |
affect the rest of the floy This was computationally verified. For . 1
example, in Fig. &), waves for vertical and horizontal configu- o~
- . . S 0.020 | = PR oinis-
rations, remain essentially the sartvadthin 1-2 percentas sur- 0,010 *‘*_‘_'_t_._"”‘__‘{:‘:*_"3_1_ -
face tensiorv takes values over€9o0<1000* and the momentum 0,000 l

transfer term in Eq(4) of [11] is retained or dropped. In other " 500
words, on earth, the value of the forcing§ (see the right side of

Eq. (7)) that influencess is dominated, throughr,(X,y,t), by Fig. 10 For flow situations specified in Table 1, the Ssteady (X)
gravitational force$Fr, *| and/or|Fr, *| and surface tension is notand &(x,t) predictions are for resonant and nonresonant bot-

tom wall noise with different amplitudes £ (¢* or 5¢*) and dif-
influential. The interfacial value of,(x.y.t), denoted as]l’ is ferent surface tensions o (6* or 30 0* or ¢*/30). The noise in

influenced by, (x,y,t) values which in turn are affected both by, legend are specified by Vl(X 0,t)=£-siN(2 mxIN)-sin(2 mrt I T),
the interfacial liquid pressurel (see the surface tension term one*=0.24E—05, A=10, and ¢*=0.015 N/m. For nonresonant
the right side of Eq.(4) in [11]) and thex and y-momentum cases, T=24 and for resonant cases, T=T(X)=M/Ugeady -

10.00 1500 , 20.00 25.00 30.00 35.00
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Fig. 11 (a) For the flow situations specified in Table 1, X : - e
9 @ p € Fig. 12 (a) For the flow situations specified in Table 1, Xe

=35, and vertical configuration; the figure shows steady and

time-averaged values of heat flux at the wall and at the inter- time-averaged values of shear stress at the wall (7.) and the
face; and (b) for the flow situations specified in Table 1, Xe g u Tw

=35, and 0 g configuration; the figure shows steady and time- tangential stress (;’mo) at the steady interface location; and  (b)

averaged values of heat flux at the wall and at the interface For the flow situations specified in Table 1,  x,=35, and 0 g con-
figuration; the figure shows steady and time-averaged values

of shear stress at the wall  (7,) and the tangential stress (;fﬂo)
at the steady interface location

=35, and vertical configuration; the figure shows steady and

than time averaged values of interfacial heat-flug = —k;

-dT,/an|"). This is because transverse conduction heat transfer
significantly dominates sensible coolirfge., mean liquid tem-

perature drops somewhat with distange iti i inth dix 61.10). Clearlv7.. in Eq.(9)is th
It is recalled that heat transfer rates can also be increased unr(]jleanS given in the appendix ¢.1). ear)ﬁ”to n Eq.(9)s the

constrained exit conditions associated with compressible vagtndimensional value of the physical str€$§o. On the bottom
flows—e.g., by increasing the exit presswedecreasin@, from _ . . A N . i
0.50 to 0.38 in Fig. 5 of11]). The noise sensitivity analyses andwa”‘ aty=0, with unit vectorsn=j and t;=i; the nondimen

flow regime (e.g., plug/churn versus annular flowissues for S'Oan?é m?grfahc?;r:rf;eﬁllIZhSérgsl\?gﬁljgseg?:i.hown in Figa, b2
these constrained cases are not studied here and are not fE]II 92,54

f : nder influence of gravity, as the condensate speeds up in Fig.

understood at this point. 12(a), gravity driven waves cause a shear enhancement. It was

Effects on Shear Stress. Effects of noise-induced persistentverified that this enhancement is primarily due to viscous stresses
waves are best reported as mean interfacial tangential Stfgss and the pressure-drag contribution in E8). is very small. On the

on a representative or mean steady locati X) of the inter- contrary, in the shear-dominated situation in Fig(k)2 gravita-
P y QB tional energy is not available; and, as a result, waves slightly

face (5(x, )= dsteanfX) + ' (x,1)). Replacingdseaafx) by steady gecrease the mean interfacial shear as more of the instantaneous
interfacial location at=0 (obtained, as in Fig.(®), under noise- garqy imparted to the condensate by the instantaneous values of
free conditions for exit conditioe=Ze|na), @ mean tangential e jnierfacial shear stresse., vapor exerted traction on the lig-
stress(over time duratiorit; ,t;], wheret; and “t;—t;" are suffi- ,;4) must be used to sustain fluctuations on the liquid interface.
ciently large timesplong the unit tangerty(x) atx is defined as However, unlike Fig. 1@), in shear-dominated cases of Fig.
12(b), interfacial shears are much larger relative to wall shears.

Effects of Nonconstant Wall Temperatures. In most appli-
. _cations, the condensing surface temperatyyé&)Tis not a con-
where T; is the stress tensor value at the liquid interfadg ( stant. As shown in Fig. 13, all else remaining the same, two dif-
=—p;1+S)) andn is the unit normal on the interfadsee defi- ferent wall temperature variations, () lead to predictions of

— 1 LN )
Thi,= o= ft {Ti-tofedt=p, U2 77 )
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0.040 35000 longer channels and thicker condensates, and more general han-
0035 | A AT=AHE=5x(L+ox) “C.ZNa= 044, filmthickness | dling of the interface tracking equatidiq. (6)) that allows pre-
003 I ir:i‘jf::;"Z*j;";’_ff;':::::;:" heat flux ~ dictions of phenomena that exhibit interfacial pinch-off and drop-
0025 | —8— AT=AT=75°C ZINa = 046, wall heat flux 00 ;i let formations.
= T 20000 x
& sz: _ | 15000 3 Acknowledgment
' - 1 10000 = This work was partially supported by the NSF grant CTS-
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0.000 + - - - 0
0.00 10.00 2000 x 3000 40.00 50.00 Nomenclature
Fig. 13 For flow situation specified in Table 1 with  a=90 deg C, = specific heat, J/(kg-K) .
and x,=50, the above figure depicts two different film thick- h = gap between the platésee Fig. 1), m
ness, wall heat flux, and natural exit condition ~ Z,|y, predictions hy = latent heat (j—hy), Jikg
for two different wall temperature specifications T w(X) (and Ja = Jacob number, GAT/hy
hence AT) which is, for case 1: AT;=7.5°C and case 2: k = thermal conductivity, Wim-K)
AT,(X)=5°C-(1+x/X,) p = pressure, N/th

P, = pressure at the inlet, Nfm

bottom wall heat flux at any point and time, W/m
natural exit conditionsZy, Which are somewhat different but  Rg = Reynolds numberp,Uh/y,

close to one another because both temperature variations have thee, = inlet Reynolds number Re

same average value between the inlet and the exit. As a conse- T = temperatures, K

quence, as is seen in Fig. 13, on average, both the condensate\T = temperature difference between the vapor and the

£
I

thickness and wall heat flux values are also reasonably close to wall, K
one another. U = value of the average vapor speed at the inlet, m/s
(u,v) = values of x and y components of velocity, m/s
6 Conclusions/Results (u,v) = nondimensional values of u and v
In addition to a brief summary of the algorithm and vertical %:Y:t) = physical distances along and across the bottom plate
channel results reported in Narain et [dl1], the new results re- and time,(m,m,s)
ported here are: x,y0) = nondlmenglonal values dk,y,t) .
« For unconstrained exit conditions, the effectivenéss way Z, = ratio of exit vapor mass flow rate to total inlet mass

of showing compatibility with known experimentsf the un- flow rate

steady noise-free simulation method for identifying the natur@reek Symbols

g)é'rtng?]g?rg%g a;r;? ?r]ssogk']itaeg d%t:;?r?;.::g% sgeag dy Osog'\?i? h:r?dbeen 6 = nondimensional value of condensate thickness
9 y A = physical value of condensate thickness, m

horizontal configurationsas well. . ; . )
. - : e = amplitude of nondimensional disturbances represent-
The nonresonant and resonant effects of ubiquitous minuscule ing values ofy;(x,0,1)

bottom plate vibrations on the stable steady solutions are demon-

strated here for shear-dominated cai@so gravity and horizon- #m= \li!scosny, F\’fa-s itvilo. m?/
tal configurationsand compared with the earlier results for grav- ~ © — '”e(;‘."a“c _|sco|S|ty,u p, MH/S
ity dominated vertical case. = gon }trneES;l?ﬁna pressure
« It is shown that, for suitably largé/et minuscule)amplitude P = enfs' Y, ¢ gim N/
bottom wall vibrations, the ability to sustain condensing surface (; - rﬁgagicmeeggiilggll tenTperature
noise in zero gravity is due only to normal stress effects of surface 7., = steady or ime-averaged nondimensional wall shear

tension. Furthermore it is shown that zero gravity cases show
significantly higher accumulation of noise-induced disturbances — _ _ _ )
resulting in higher amplitude waves as compared to similarly in- 7n, = steady or time-averaged nondimensional tangential
duced waves in terrestrial environments. shear stress at a point on a steady interface location
* Effects of surface tension were shown to be insignificant fag,pscripts
terrestrial environmentéorizontal to vertical s L
« Effects of surface tension in the tangential stress conditon | = |tr:akes a value of 1 for liquid phase and 2 for vapor
(the Marangoni effecisare found to be negligible in all environ- phase »
ments s = saturation condition
« A weaker stability and higher noise-sensitivity of the zero W = wall
gravity steady solutions is demonstrated. It is inferred that @uperscripts
active control for holding the natural exit condition fixed, active
reductions in condensing surface noise levels, an increase in nor-
mal stress on the liquid interface by electrical or other means, etc.
are needed for stable realizability of annular condensing flows iReferences
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Introduction

Many types of augmentation techniques exist today,
having internal microfins being most common. A study conduct
by Liebenberd1], using helical microfin tubes with an inner di-

Pressure Drop During Refrigerant
Condensation Inside Horizontal
Smooth, Helical Microfin, and
Herringbone Microfin Tubes

This paper presents a study of pressure drops during condensation inside a smooth, an
18-deg helical microfin, and a herringbone microfin tube. Measurements were conducted
with refrigerant flowing through the tube of a concentric heat exchanger, with water
flowing in a counterflow direction in the annulus. Each tube was part of a condenser
consisting of eight subcondensers with instrumentation preceding each subcondenser.
Three refrigerants were used, namely, R-22, R-407C, and R-134a, all operating at a
saturation temperature of 40 °C with mass fluxes ranging from 400 tk§00¢ s. Inlet
qualities ranged from 0.85 to 0.95 and outlet qualities ranged from 0.05 to 0.15. The test
results showed that on average for the three refrigerants the pressure gradients of the
herringbone microfin tube were about 79% higher than that of the smooth tube and about
27% higher than that of the helical microfin tube. Further, a correlation from the litera-
ture for predicting pressure drops inside a helical microfin tube was modified for the
herringbone microfin tube. The modified correlation predicted the data to within an error
of 1% and had an absolute mean deviation of 6.8%. This modified correlation compared
well with a correlation from the literature that predicted the data to within an error of 7%.
[DOI: 10.1115/1.1795240

Keywords: Refrigerant Condensation, Smooth Tube, Helical Microfin Tube, Herringbone
Microfin Tube, Pressure Drop, Flow Regime

mass fluxes ranged from 100 to 400 kdfrand in some cases are
with tublwer than required for heat-pump water-heater applications
dyhere the mass fluxes range up to 1000 KggmAlthough smaller
tubes are being investigated by other researchers, especially in
cpuntries such as the US and Asia where tube diameters as low as

ameter of 8.9 mm, showed that these tubes have a heat trangr m are being introduced, 3/8 in-©.5 mm) tubes are still the

coefficient increase of about 200% compared to that of a smo

st common tubes used in residential and commercial air con-

tube. With this increase in heat transfer coefficients, howevgjitioners, heat pumps, and refrigeration systems.
there was also an increase in pressure drop. It was found, orThe objective of this paper is to first introduce experimental

average, that this increase was about 100% higher than that indidelings of condensation pressure drops inside herringbone micro-
a smooth tube. These pressure drops were attributed to thefin- tubes at mass fluxes higher than were published before
creased vapor velocities in a helical microfin tube condens¢a00—-800 kg/mis) and inside tubes with larger diametéBs5
brought about by the greater regions of annular flow, which in tumm inside and 9.53 mm outsidé&'he second objective is to com-
increases the turbulence inside the tube compared to a smopéie the experimental data of the herringbone microfin tube to
tube[1]. The fins redistribute the liquid layer around the circumexperimental data on smooth and helical microfin tubes. Third, the
ference of the tube, forcing the flow to become annular rather tharessure-drop data were used to develop a modified pressure-drop
intermittent or stratified. correlation for a herringbone microfin tube.

In the mid-1990s a new generation of microfin tube was being
developed_, one of them being the herringbone r_nicr_ofin tut_)e. T@perimental Facility
tube consists of a double V-groove, as shown in Fig)1{vith ] - . )
grooves embossed on the inner surface. The orientation was cholhe experimental test facility consisted of two main sub-
sen such that the liquid would converge at the top and bottom 9fStems: the vapor-compression loop and the water loops. A sche-
the tube and diverge at the sidésg. 1(b)]. Due to the effect of matic of the experimental setup is given in Fig. 2. Each of th_e
gravity, especially at low velocities, the distribution of liquid a ub-systems was of the clqsed-loop type. The vapor-compression
the bottom of the tube will be higher than at the top. The he op consisted of a hermetically sealed reciprocating compressor

transfer enhancement, as explained by Miyara ei2d).is due to aving a nominal cooling capacity of 9.6 kW, an oil separator with

the thin film layer on the sides and the mixing of the convergin§ Maximum discharge volume of 2.6, a manually adjustable
liquid at the top and bottom of the tube. xpansion valve, a water-heated evaporator, and a water-cooled

Table 1 gives a short summary of the experimental conditio@%?ec%?]dig_s(fg Tﬁéﬁggﬁe;tig%?iie:&eersgxzrz uhzer?i;’]nggnne;yr’n?csrg‘i?]mh
used in previous work3-5] on herringbone microfin tubes. The ' 9 ’ 9 .
tube. Geometric parameters of the tubes as well as their lengths
c g " are given in Table 2. The lengths of the tubes were chosen to
*Corresponding author. ¥ 0 : :
Contributed by the Heat Transfer Division for publication in tf@JBNAL OF obtain an energy balance better than 1%. The orientation of the

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 19|jerringbone microfin tube was chosen such that the liquid con-
2003; revision received June 15, 2004. Associate Editor: M. Jensen. verges at the top and bottom of the tube and diverges at the sides.
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Flow Direction

K / Distribution \ ¥
? \‘ of Fluid / §
h 1

\ AN g

Fig. 1 a) Basic geometry of the herringbone microfin tube (not to scale) and b) an illustration of
how condensate is distributed inside the tube for the adopted orientation (exaggerated )

Visual inspection ensured that the orientation of each tube wascertainties of the instruments, given in Table 3, were calculated
maintained during the manufacture of the condenser. Sighy using the method of Kline and McClinto¢k].

glasses, cylindrical in shape, were used to visualize the flow pat-

terns inside the tubes. The inner diameter of these sight glasses

was the same as the inner diameter of the condenser tubes. This .

was done so that the flow inside the tubes would not be affectddata Reduction

The test condenser was of the tube-in-tube type with refrigerantpe gy ction of Vapor Quality. The properties of the refriger-
flowing in the inner tube and water flowing in a counterflow di

ant at the inlet and outlet of the condenser were determined by
f¥mperature and pressure measurements. From these measure-

nected to the condenser and evaporator, respectively. On the Gidnts the thermophysical properties of the condensing refrigerant

densing side the cold water was used as a heat sink, removing {i6e jetermined by interpolating the superheateche inlet of
latent heat from the condensing refrigerant. The water temperatijre condenserand subcooledat the outlet of the condenger
was kept constant in the range of 20—25¢d&pending on the\j)

: . X . ables that were obtained from REFPRQA. The refrigerant
experiments conductgdh a 1000 | insulated reservoir connecte roperties for the rest of the condenmo-dghﬂase sectiom?were

to a %5 kvc\j/ Ehltller. Thfowatgr&%“lgs p;essure mt ttr;]e ?nnultjts %ilermined by assuming that the calculated values of the heat
maintained between 74 an a 1o prevent the formaton ol ,<ferred to the water was more accurate than the values calcu-

for 1 h fri h A fugal ffted for the refrigerant. With this assumption the enthalpy values
trans e; %om rtl.”e dre rigerant ;0 Le t\)/}/aterb cegtn uga iﬁmq% the refrigerant could be deduced. In the first test subsection the
pumped the chilled water to the double-tube condenser. anfater heat flux was equated to the refrigerant heat(tiwe to the

controlled valve controlled the water flow rate through the tegks igerant enthalpy changéo obtain the outlet enthaly, . This
sections. After passing through the condenser, the water returngfiet enthalpy was then used as the inlet enthalgipr tt01e next

to the reservoir of the chiller unit. .. subsection. This procedure was repeated for all eight subsections
A similar hot water flow loop was used on the evaporating sid

also with an insulated 1000 | reservoir, but connected to a 12 k

electric resistance heater. The reservoir water temperature wa

varied between 30°C and 40°C depending on the experiments hi—h, .

conducted. Increasing or decreasing the temperature of the water Xi=p—poWith h. and hy measured aff;

through the evaporator altered the refrigerant density at the com- LV

pressor inlet and thus the refrigerant mass flow. ho—h,
For the smooth and helical microfin tube, two resistance tem- I —

perature detector$RTDs) were used prior to each subsection, L

placed at the top and bottom of the inner tube. This was done toThe average vapor quality of each test subsection was then

obtain an average temperature of the tube since the distributiondeftermined as

the liquid layer inside the tube would under- or overestimate the

temperature measurement if only one RTD were used. For the = XitXo @)

herringbone microfin tube, however, the RTDs were placed at the 2

top and on the side of the inner tube because the liquid film )

thickness on the top is much thicker than on the side. The absolutéressure Drop and Pressure Gradients. The total pressure

pressures of the condensing refrigerant were measured with piegtRP was defined as

electric pressure transducers, which were positioned at the inlet of _

each co%denser subsection. Two Coriolis r?nass flow metres were APi=APmHApi+Apg ©)

used for the vapor compression loop and the cold-water loop. Tivaere the momentum pressure didp,, is defined as

'Sl'he average sectional vapor quality was thus obtained by

with h_ and h,, measured afT, (1)

Table 1 Experimental conditions of previous work done on herringbone microfin tubes

Ebisu and Torikoshj3] Miyara et al.[4] Goto et al.[5]

Tube inside diametdmm] 7 7 8

Total condenser lengtim] 0.54 4 2

Refrigerant R-22, R-407C R-22, R-410A R-22, R-410A
Saturation temperatufe C] 50 40 0

Mass flux ranqug/m2 s 150-400 100-400 200-340
Pressure-drop measurements Local Average Average
Correlation No Yes No
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Fig. 2 Schematic of the experimental facility

The measured pressure between each subsection that was in a

] (4)  two-phase region was subtracted from each other to obtain the
n total experimental pressure drop per subsection. This in turn was

The void fractione used was that given by Rouhani ancdivided by the subsection length to obtain the pressure drop per
Axelsson[8]. Since the tubes were horizontally positioned, th@mt condenser length, or the pressure gradient.
gravitational pressure droppy was neglected. The frictional
pressure drop\p; was calculated from known correlations ob- Penalty Factor. The parameter used to compare the pressure-
tained in the literature. drop characteristics of the herringbone microfin tubes to those of

(1-x)2 x®

pL(l—e)  pye

(1-x)2  x?

pL(l—e)  pye

Apm—GZ{

out I

Table 2 Inner tube geometric parameters of the test condensers

Type Smooth Helical Herringbone
Hard-drawn Hard-drawn Soft-drawn

Material copper copper copper
Helix angle, 8 [°] - 18 16
Apex angle,y [°] - 40 25
Number of fins,n [-] - 60 70
Fin base thicknesg, [mm] - 1.672 0.0887
Qutside diameteD, [mm] 9.52 9.55 9.51
Inside diameterD; fmm] 8.11 8.94 8.52
Tube wall thicknesst,, [mm] 1.4 0.307 0.3
Equivalent diameteD, [mm)] 8.11 8.79 8.82
Fin height,e [mm)] - 0.209 0.2
Actual flow areaA;, [m?] 51.7x10°6 60.64x10°° 61.16x10°°
Condenser subsection lendtin] 15 1.13 0.563
Condenser total lengtfm] 12 9 4.5
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Table 3 Estimated 95% uncertainties for the experimental in- flow is different for each tube; the smooth tube having the highest

strumentation and Eq.  (9) data transition quality and the herringbone microfin tube having the
Measurements Uncertainty IOW?St' -

Figure 4 shows a summary of the pressure gradients for the
Refrigerant temperature 0.14 K three refrigerants inside the smooth, helical microfin and herring-
\éVatter Eempteraturet %1112*f< bone microfin tubes as a function of the average vapor quality at
p?eg;%r'gn emperature 0.23% mass fluxes of 400, 600, and 800 kg/sa The overall trend for
Refrigerant mass flow rate 0.23% the three refrigerants is that the pressure gradients increase with
Water mass flow rate 0.28% an increase in vapor quality. At high qualities where the pressure
O}/S%rglgteyquahty 03-10020;? gradients are the highest, the flow was found to be annular, im-
Density 0.03% plying that the main reason for the drop in pressure was due to the
Re 1.02% increased turbulence formed by the high-velocity vapor-
Xyt 3.82% generating friction against the liquid annulus. Looking at &q,
®f 4-462/" the Froude rate has a high value for high qualities, and thus, the
ﬁgto g:ggof; flow is shear dominated. As the quality decreases a transition

starts to occur between annular and intermittent flow and the va-
por and liquid velocities become similar. For this reason the pres-
sure gradients are much lower and from Ef). the Froude rate

) o ) has a small value, implying that the flow is gravity dominated.
the smooth and helical microfin tube is the penalty faétér. The  For the smooth tube this transition region occurred at a quality
penalty factor is defined as the ratio of the measured total pressgfeahout 5094 12]. For the helical microfin and herringbone mi-
gradient in the herringbone microfin tube to the measured totgbfin tubes the transition occurred at a quality of 28% and 26%
pressure gradient in the smooth tul. (5)] and the ratio of the [12 13], respectively. This is characterized by a sharp increase in
measured total pressure gradient in the herringbone microfin tUES)@ssure gradient at qualities higher than the transition qualities.
to the measured total pressure gradient in the helical miciBfin  Thus, for the helical and herringbone microfin tubes, due to the

(6)] as follows: increased turbulence generated by the fins, annular flow occurs
Ap,, over a larger vapor-quality region than for the smooth tube. This is

sz(_) (5) Vvisually shown in Table 4 from the captured video images. Look-

Aps ing at a quality of about 0.46, for the smooth tube the flow is

PF= (6) while the helical and herringbone microfin tubes are still in annu-
lar flow, noting that there is a liquid film layer around the circum-
ference of the tube. This implies that the fins redistribute the lig-
uid around the circumference of the tube, extending the annular
offow regime down to lower qualities. This further implies that the
average pressure gradients for these tubes will be higher due to
the increase in turbulence found in annular flow. Since the transi-
Gx® tion quality for the herringbone microfin tube is lower than that of
(1-x)p%gD; the helical microfin tube, one can expect the overall pressure
drops(on averagejor the herringbone microfin tube to be higher.
which is essentially the ratio relating the kinetic energy of the Figure 5 shows a summary of the average pressure gradients for
vapor to the amount of energy required to pump the liquid fromondensation as a function of the mass flux. The overall trend is
the bottom to the top of the tube. In regions where gravitationgiat the pressure gradients increase with an increase in mass flux.
drag becomes dominant, the Froude rate expresses how the eneigher, it is noted that the local pressure gradiéfitg. 4) and the
dissipation due to liquid waves and liquid mass movement arougderage pressure gradierfi&g. 5) of R-134a are always higher
the tube’s diameter are related to the energy in the flow stfédm than that of R-22 and R-407C, with R-407C being the lowest. This
concurs with expectations, as R-134a is a low-pressure refrigerant,
Experimental Results which implies higher vapor velocitie;, resulting in hight_ar relative
pressure drops than those for the higher-pressure refrigerant.
Prior to obtaining experimental data on the herringbone micro-
fin tube, experiments were conducted on the smooth and heIi?raI . fp D = Ity Fact
microfin tubes. These data were compared to pressure-drop co £mparisons or Fressure-Drop Fenaity Factors
lations obtained from the literature. For the smooth tube the The penalty factors for the herringbone microfin tube were de-
pressure-drop data were predicted on average for the three reftagmined by analyzing the ratio of the pressure drops of the her-
erants to within 33% using the correlation of Lockhart and Maringbone microfin tube to the pressure drops of the smfth
tinelli [10]. The correlation of Cavallini et aJ11] was used for (3)] and helical microfin tube$Eq. (4)], reduced to equivalent
the helical microfin tube and predicted the pressure-drop datalémgths. The plots of the penalty factors are given in Fig. 6. For
within 13%. the plots against the smooth tube, Figap,(the penalty factors
Figure 3 shows the use of the flow regime maps of Th¢&je are always greater than one throughout the mass flux range, im-
For the smooth tube, the transition quality was calculated in tipdying that the herringbone microfin tube overall has a higher
manner described by Thonj®] and is given in Fig. 3¢). This pressure drop than that of the smooth tube. On average, when
method was, however, only applicable for smooth tubes, anduaing R-22, the pressure drop is 84% higher than in the smooth
new method needed to be developed for the helical and herririgbe, while when using R-407C and R-134a the pressure drops are
bone microfin tubes. The method used by Liebenljgigor de- 80% and 72% higher, respectively. On average for the three re-
termining the transition quality was implemented for the smoothigerants the herringbone microfin tube has a 79% higher pres-
tube, and the results differed by a quality of as little as 0.001. Thésire drop than that of the smooth tube. This increase is due to the
meant that this new method could be used for the helical aimtrease in turbulence generated by the fins. As was explained
herringbone microfin tubes. The flow regime maps for the helicpreviously, the fins extend the annular flow regime to lower quali-
and herringbone microfin tubes are given in Figsh)3énd 3¢). ties by redistributing the liquid around the circumference of the
In these maps the transition quality from annular to intermittetabe. This is also shown visually in Table 4.

Aph) intermittent, with slugs and plugs forming at the top of the tube,

Aphe

Flow Regimes. With the aid of mini digital video cameras
and the flow regime maps developed by Thd®g flow patterns
were identified within the tubes, thus allowing the determinati
of flow regime transitions. The Froude rate, defined as
1/2
Ft=
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Fig. 3 Determining the transition qualities by making use of a) the Thome [9] map for the smooth

tube, and the method used by Liebenberg et al. [13] for b) the helical microfin tube and c¢) the
herringbone microfin tube

The penalty factors for the herringbone microfin tube againtiie work of other researchef2-5,8]. For R-407C and R-134a,
that of the helical microfin tube are given in Fig.l§( For R-22 however, the penalty factors at lower mass fluxes
the pressure drops of the herringbone microfin tube are about 4(460—500 kg/rAs) are below one. An explanation is that the flow
higher than that of the helical microfin tube. This agrees well witbver the fins, as explained by Wang et[di4], induces a viscous
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Fig. 4 Pressure gradients at mass fluxes of 400, 600, and 800 kg  /m? s for the three tubes and refrig-
erants tested

sublayer thickness, buffer layer, and an integral constant in the Ap.=Ap, .®2? 9)
. ; . ! P=APLPL
log-law that is greater than that for the helical microfin tube, im-
plying that the fins might have a drag reduction effect when com¢th the two-phase multiplier being that of Souza and Pimenta
pared to the helical microfin tube. At higher mass fluxes the pregg6],
sure drops for these two refrigerants are, respectively, about 17%

and 24% higher. On average for the three refrigerants the pressure 2_ 7.242
drops of the herringbone microfin tube are about 27% higher than oi= 1'376+Xt1t'655 (10)

those of the helical microfin tube.
The modified Darcy-Weisbach equation as obtained from Friedel

Comparisons With Other Pressure-Drop Correlations ~ [17]was calculated by

Figure 5 gives p!ots of the gorrglation of Miyqra et [@] with 2 ,GA(1-x)%L
regard to the herringbone microfin tube experimental data. The ApLoz—D (11)
deviations were calculated by pLYi
Apyy—Ap The liquid-only friction factor, as given by Carnavg5] for a
Mean Deviation(%)=pATex><100 (8) finned tube
ex
. . D. A 0.5
The experiments of Miyara et aJ4] were conducted at low £ =0 046R*°'2( _')(_) secB)0-7s 12
mass fluxes(100 to 400 kg/mis) with refrigerants R-22 and Lo ™ € De/\Ap (sech) (12)

R-410A (see Table 1), also from where they derived their corre-

lation. From Fig. 4 it follows that the correlation slightly deviatedVith De being the equivalent inner tube diameter taking the fins

from the data at high mass fluxes, especially for R-407C afRfo a@ccountD; the fin-root diameterd, the nominal flow area
ased on the fin-root diameter, aAdthe actual cross-sectional

R-134a. On average, however, this correlation only underp ] o :
dicted the data by 7%, implying that it could be used at ma w area of the tube. The area ratio for the microfin tube as given
' y Azer and Said18]is

fluxes higher than 400 kgfs and maybe even for refrigerants
other than R-22 and R-410A. A dent
—=l-— (13)
g . . 2

Modification of a Pressure-Drop Correlation An 7Df cosp

The correlation developed by Carnavids] for finned tubes with e being the fin heightp the number of finst the fin thick-
was modified for the herringbone microfin tube. The pressure drapss, angs the helix angle of the fins. The terms s@¢and cos3
due to friction is given by the product of the liquid-only pressur@n Egs.(12) and (13) account for the swirling effect induced by
drop and a two-phase multiplier the fins inside the helical microfin tube. By multiplying the cos
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Table 4 Images of R-134a condensing at a mass flux of 500 kg

/m? s for the three tubes tested

Smooth Tube

Helical Micro-fin Tube

Herringbone Micro-fin Tube

x=10.96

x=0.97

x=0.77

x=0.79

x=0.79

Plugs and Slugs

Decreasing Quality [-]

<

Thick liquid film

x=0.48

Thick liquid film

x =0.46

x=0.21

Swirling of slugs and plugs

x=0.20

Chaotic behaviour qf slugs and plugs

x=0.23

x =0.06

Plug flow at very low quality

x =0.06

and sec terms by a factor 2 and changing the power of theTo summarize, Eq914) and(15) can be given in a more gen-

sec term in Eq.12) from 0.75 to 1.1, the equations becomeegral form as follows:

respectively,
D;|[ A0S fLo=0.046 R§°'2<E) ( 1- ﬂ) >
fL,=0.046 R@‘O'Z( D—') (A—) (2 secB) (14) De wD? cosB
e For helical microfin tubes:
A 2ent
A_n =1- m (15) X=1
Y=0.75

The experimental pressure-drop data using the modified corre-
lation were predicted to within an error of 1%, having an absolute For herringbone microfin tubes:
mean deviation of 6.8%; 94% of the data were predicted within
+20%. This is visually shown in Fig. 7. The modified correlation
is also visualized with the experimental data in Fig. 4. The uncer-

tainties of Eq.(9) are given in Table 3.
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Fig. 5 Average pressure drops of the experimental data and that predicted by Miyara et al.
[4] and the newly developed correlation for refrigerants R-22, R-407C, and R-134a

a)

When comparing the proposed correlation with that of Miyar:
et al.[4] in Fig. 5, at high-mass fluxes the two differ by as muct
as 19%, but seem to converge to a point as the mass flux
creases. This is due to the fact that both correlations are strong«';?
dependant on the mass flux. Further, the correlation of Miyaf;
et al.[4] at high mass fluxes predicts higher pressure drops thig
the proposed correlation. This, however, changes from a mass ff*
lower than 500 kg/rhs where the proposed correlation predicts
higher pressure drops. It is also noted that the two correlations ¢
similar in form; the correlation of Miyara et 4] is defined in
terms of a vapor-only pressure drop multiplied by a modified forn
of the Haraguchi et a[.19] two-phase multiplier.

b)
Conclusion

Experiments for refrigerant pressure drops were conducted wi
herringbone microfin tubes during condensation and compari.
with the performance of their smooth and helical microfin counj
terparts. The condensers were of the tube-in-tube type with tig
refrigerant flowing in the inner tube and cooling water in a coun-::
terflow direction in the annulus. Three refrigerants were tested
namely, R-22, R-134a, and R-407C. All tests were conducted at
nominal saturation temperature of 40°C and at mass fluxes rar
ing from 400 to 800 kg/rhs.

The results showed that for all three test condensers the prt
sure gradients increased with an increase in quality. The trends
the pressure gradients were due to the increase in turbulence fr
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the intermittent to the annular region. These transitions occurreg). 6 Penalty factors for the herringbone microfin tube

at an average vapor quality of 50%, 28%, and 26% for thgjainst a) the smooth tube and b) the helical microfin tube for
smooth, helical microfin, and herringbone microfin tubes, respeR-22, R-407C, and R-134a
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§ e Nomenclature
g B > A = area
g I ® D = diameter
g or v e = fin height
£ < Ft = Froude rate
5 f = friction factor
P G = mass flux
o < h = enthalpy
L = length
Sr n = number of fins
A Ap = pressure drop
% s 10 15 2 25 30 35 ) PF = penalty factor
Experimental Data [kPa/m] R'I? = ti?%lgglgtsupeumber
Fig. 7 Comparison of the experimental data with the modified t = thickness
prediction data for R-22, R-407C and R-134a X = vapor quality

Xyt = Lockhart-Martinelli parameter
X, Y = constants, Eq16)

tively. The high pressure gradients, found at the high-quality resreek Letters
gions (above the transition qualitigswere due to the friction .
generated during annular flow by the high-velocity vapor core B = he_le angl_e
against the slow-moving liquid annulus. At low qualities where & = Void fraction
the flow was intermittentbelow the transition qualiti@sand thus y = apex angle
gravity dominated, the pressure gradients were lower and re- P = density
mained more or less constant. It was concluded that the fins 8abscripts
both the helical and herringbone microfin tubes redistributed the = _
liquid layer around the circumference of the tube, extending the
annular flow regime to lower qualities, thus having a longer range
in which the flow is very turbulent.

With the pressure-drop data, the penalty factors of the herring-
bone microfin tube against that of the smooth and helical microfin
tubes were calculated. The results indicated that, for the herring-

base

e = equivalent
ex = experimental
f = friction

fa = actual flow
g = gravitational

bone microfin tube against the smooth tube, the penalty factors 2 i Eglriréglgbone
were always above one. On average the pressure drops of the i _ inside. inlet
herringbone microfin tube were about 79% higher than those of L = liquid '

the smooth tube. Results also indicated that the penalty factors for Lo
the three refrigerants were almost the same.

For the herringbone microfin tube against the helical microfin
tube, the penalty factors for R-407C and R-134a were less than
one for low mass fluxes. An explanation for this is that the fins

= liquid only

= momentum

n = nominal

0 = outside, outlet

; ; ; d = predicted
might have a drag-reducing effect due to a larger viscous sublayer _ gmooth
thickness, buffer layer, and a greater integral constant in the log- — vapor
law. For R-22, however, the penalty factors were, on average, w = wall

greater than one. For the three refrigerants, the pressure drops
were, on average, about 27% higher.
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Three-Dimensional Numerical

Simulation on Laminar Heat

Transfer and Fluid Flow

Characteristics of Strip Fin

Surface With X-Arrangement of
ze.au | Strips

W. Q. Tao

g-mail: watao@mail xjtu.edu.cn In this paper, a numerical investigation of air side performance of strip fin surface is
presented. Three-dimensional numerical computation was made for a model of a two-row
Y. L. He finned tube heat exchanger. The tube configuration is simulated with step-wise approxi-
State Key Laboratory of Multiphase Flow mation, and the fin efficiency is also calculated with conjugated computation. Four types
in Power Engineering, of fin surfaces were studied: A-the whole plain plate fin; B-the strip fin with strips located
School of Energy & Power Engineering, in the upstream part of the fin; C-the strip fin with strips located in the downstream part
Xi'an Jiaotong University, of the fin; and D-the strip fin with strips covering the whole fin surface. It is found that the
Xi‘an, Shaanxi 710049, China strip fin with strips located in the downstream part of the fin surface (fin C) has higher
heat transfer rate than that with strips in the upstream part (fin B) at the same conditions,
while the pressure drop of fin C is a bit lower than that of fin B. A comprehensive
performance comparison was conducted by using the goodness factor and the pumping
power consumption per unit surface area. It is revealed that between the two strip fins the
performance of fin C is better than fin B with same strip number. Detailed discussion is
provided from the view point of synergy between velocity and temperature gradient. It is
shown that the synergy between velocity and temperature field becomes worse in the
downstream part of the fin surface, and it is this place that enhancement technique is
highly needed. The strip location of fin C just fits this situation. The present numerical
work provides useful information on where the enhancement element should be posi-
tioned. [DOI: 10.1115/1.1798971

Keywords: Convection, Enhancement, Finite Difference, Finned Surfaces, Heat Transfer

1 Introduction course very useful, since the test data obtained not only can be

s . . . used for design, but also for validating numerical simulation re-
Plate fin-and-tube heat exchangers are widely used in variols : S
sults. But high cost restricts its usage.

engineering fields, such as HVAC&Rheating, ventilating, air- Numerical modeling, once validated by some test data, on the

conditioning and refrigerationautomobiles, etc. It is an effective her hand. provides a cost-effective means for such a parametric
way to reduce the air-side thermal resistance which is often R P A, anp
' ; . .Sfudy. Great deals of efforts have been paid in this regard. A
major part of the overall thermal resistance of many industria . : N e
. ) camprehensive review of numerical investigations on heat transfer
heat exchangers. Different types of plate-fin have been proposé

. i ! ) - ' nd pressure drop characteristics of plate fin-and-tube surfaces
including the plain plate fin, the offset strip fin, the louver fin and"o
the strip fin(slotted fin surface with protruding strip#\ccording published before 2000 has been performed by Shah f4jlin

to traditional understanding of heat transfer enhancement mecm;{-s ﬁap_er_orflly sorr(;e relﬁted r%celntf\;\llorks are re\llle\ivggé a}]nd tr;)_e
nism, the major idea adopted in these fin surfaces is to interr%gdp Sahsg':lsr{lis?(r:r?:c?e (;nc}eteailné(()j Ziscz:usos\i,\érrleglrrlnﬁéar: trans,feflceon-l
the flow by repeated geometries or to reduce the thickness of . A L
thermal boundary layers to enhance the heat trafisfed]. ancement mechanlsms gnd flow regime of air-side in compgct
Experimental studies for different types of plate fins have bef"?at exchan_ger. T_hey indicated that for Iouve_reo! and offset-strlps
extensively performed, and to name a few recent publicatio a the flow is laminar and steadRe<4QO), W'th increasing Re .
reference$5—14] may be consulted. A comprehensive experimer{lumber(400<Re<looo_)’ the flow remains laminar, but “US‘ead"
tal investigation of the performance of plate fin-and-tube surfalss and vortex shedding become important, and for hlgher Re
is very expensive because of the high cost of the tools needed” ber.(Re>1000), the flovy becpmgs trbulent. Meapwhllfe, they
produce a wide rage of geometric variations. For example, to i Iso pointed out that a basic definition of turbulence is difficult to

vestigate the influence of design parameters on the heat tran ?éP‘“'?;Le-F;“ éh's pzpir)(\)/\(l)e gdopk))t '?m'”ar §éeadty model for :ch?
and friction characteristics of slit fin surfaces, eighteen kinds wwi € beyon - Lur basic consicerations are as 1ol-

scaled-up models are specially made[I1]. Such study is of ows. First, the experimental observations and data for the flow
' regime transition in such complicated cases are not so well-

Contributed by the Heat Transfer Division for publication in th®URNAL OF aﬁcumullaltfed and dzflr;}edﬂcombpared with thz. flow I? a S|;nple
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 8, 2003Channel. It we regar the OW etween two adjacent fin surfaces
revision received June 24, 2004. Associate Editor: S. Acharya. as a channel flow, the transition Reynolds number may take the
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value around 2300, with the double spacing between the two fin
surfaces as the reference dimension for the Reynolds numbgr
fin spacing, thus the value of Re2300(based on the fin spacing) ' ' ' ' ' '
corresponds to the value around 10,000 based on the tube dian
g v/Av/dv/dv/dv/dv CO

the flow past a cylinder, then experimental data have shown tha
the turbulent flow occurs for Re=1.4xX10° [16]. Therefore, from ( ( ( ( ( ( (
for the cases studied is still a problem open to discussion; Seconc (
from engineering point of view, the most important information is
flow past a single cylinder, flow visulazation has shown that when .
the Reynolds number beyond 100, unsteady wake occurs behin (.
the cylinder{17]. However, this fact does not prevent the usage of >
neering calculation. Third, recently, some authors performed an o _
comparison study for flow in corrugated channels by using steadyFig- 1 Schematic diagram of fin-and-tube heat exchanger
that when the flow reaches periodic unsteady regime, the time o _
averaged heat transfer results are of good accuracy compared &fiaw that the existing explanations of heat transfer enhancement
in the existing literature adopted the steady and laminar modé#€ reviewed on the recently-developed field synergy principle and
for plate fin-and-tube heat transfer surfaces wheg>R€00, and its applications in enhancing convective heat transfer and improv-
are some examples. Jang and Ydd§] conducted numerical tive of this paper is to apply this principle to analyze our numeri-
studies on plain plate fin-and-tube surfaces with elliptic and rous@! results. We tried to make some analysis based on the numerical
maximum frontal velocity is about 7.0 m/s, which corresponds @/Nnergy principle and to find out where is the right place to locate
maximum Rg=1.0x10%. For louvered fin coils, there have beerthe strips such that the heat transfer can be enhanced effectively
[21], which used laminar steady numerical model.[20] the In th'e following _presentati(_)n, the _experimental results by K_ang
maximum Reynolds number based on the tube diameter is aro Kim [9] are first numerically simulated and the numerical
configuration, Min and Webf22], Comini and Groc€23] adopt the numerical model and code developed in this study. Based on
laminar steaoiy model and the values of,Rere both larger than the above results, we then study four fin patterns with different

In spite of the very extensive study of numerical modelin iffefef‘ce between type B and C is in t_he strip Io_cation. Th_e
most previous works have studied the characteristics of the wa merical results are then analyzed focusing on the interpretation
fin, louver fin, offset strip fin on the whole fin surface or for a_ .~ ™ le. Finall lusi ill be d hich hel
representative unit of the periodic fully developed region. The fi fincipie. Finafly Some conclusions will beé drawn which are help-

HI in the design of new enhancement surfaces.

It is to be noted that the tube diameter is usually 10 times of the
eter, Rq. If we take the flow between two adjacent fin surface as
(0

above discussion, the value of flow transition Reynolds number ( ( ( < ( < (D
the averaged friction factor and Nusselt number. For example, foi ‘
the time averaged drag coefficient and Nusselt number in engi-
and transient models with the same conditiph8]. They found
the cycle-averaged steady results. Finally, many numerical stud@g# be unified by the field synergy principle. [[29,30] Tao and
reasonably good results are obtained. To name a few, followinj§ the performance of pulse tube refrigerators. The second objec-
tubes, by using laminar and steady model. In their simulation tfi@sults on the heat transfer enhancement mechanism with field
some numerical studies including El-Hawat et[20], Leu et al. With reasonable pressure drop penalty.
2900, in[21] the upper limit of Rg is about 1800. For wavy fin results are compared with their results to verify the reliability of
1000. strip numbers and strip locatiofiypes A, B, C, and D The only

of the numerical results from the point of view of field synergy
geometries so far numerically modeled do not include the strip

with X-arrangement where the strips are positioned on the f'?
surface in the shape of “X” when viewed from the top of the fin

surface. Among the above studies, only the work of Kang ands 1 Physical Model. A schematic diagram of a plain plate
Kim [9] experimentally studied the effect of strip location offin-and-tube exchanger is shown in Fig. 1. The tube is usually
X-arrangement on the heat transfer and pressure drop charactgfigde of copper and the fin surfaces are made of aluminum. The
tics. The X-arrangement of the strips was first put forward bytrip fin surface is alike except there are many pieces of strips
Hiroaki et al. in 198§ 24]and is probably one of the most widely existing in the fin surface. The fluid is assumed to be incompress-
used fin geometries nowadays in the air-conditioning engineeringle with constant property, and the flow is laminar and steady
One objective of this paper is to present a numerical study on tbgite. Some hot fluid, say freon refrigerant, is going through the
influence of strip location on heat transfer and pressure drop afiies and heat is transmitted through the tube wall and the fin
to compare the numerical results with the experimental findingsurfaces to the air. The heat transfer and pressure drop character-
The reasons why the interrupted geometries can enhance heggés of the airside are solved by the numerical modeling. Be-
transfer are usually attributed to the decrease in the thermg@luse of the relatively high heat transfer coefficient of the inner
boundary layer and the increase of the disturbance in the fliidid and the high thermal conductivity of the tube wall, the tube
[1-4]. Recently Guo and his coworkelr25,26]proposed a novel temperature is assumed to be constant. However, the fin surface
concept of enhancing convective heat transfer. It is indicated thamperature distribution is to be solved, hence, the problem is of
for the boundary layer flow the decrease of the intersection angenjugated type in which both the temperatures in the fin solid
between the velocity and the temperature gradient is an effectisigrface and in the fluid are to be determined simultaned@4ly,
way of enhancing heat transfer. Later Tao et[@7] show by In the experimental work of Kang and Kif®], four kinds of fin
numerical examples that this principle also applies to elliptic flowtrip arrangement are studied: full plain plate fin, strip-plain fin,
and heat transfer provided that the Peclet number is not too sniliin-strip fin and full strip fin. In strip-plain fin, the strips are
(greater than 100). Even for fluid flows whose Peclet number liscated in the upstream part, while in plain-strip fin, the strips are
less 100, the reduction of the intersection angle between velociyranged in the downstream part with the same strip number as the
and temperature gradient is still an important way to enhance hegip-plain fin, and for full strip fin strips are distributed in the
transfer, but not so significant as for the flows with Peclet numbehole plate. The main finding of their study is that the plain-strip
greater than 100, and, this principle is called as the field synerglate fin can enhance transfer than strip-plain fin for about 10
(coordination)principle. In[28] more examples are provided topercent with similarly pressure drop. The results show the impor-

Validation of Computational Model and Code
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found that in thex-direction, each strip is given four control vol-

T T T T umes, while the grid of inlet and outlet extended regions is rela-
| tively sparser; In the/-direction, the grid is uniform and the di-

A mension of each control volume in this direction is equal to the
] thickness of fin; In thez-direction(nonuniform), the thickness of

fin holds two control volumes of this direction. The dark parts in
the figure present solid parts, which are identified by the array

FLAG as mentioned above.
A’C) 2.4 Governing Equations and Boundary Conditions. The
governing equations for continuity, momentum and energy in the
—_— - | - computational domain can be expressed as follows:
— ¢
2 - o , d
Lf \b Continuity Equation K(pui)=0 Q)
i
. . . o J d [ au ap
Fig. 2 Computational domain of strip plain fin geometry of ref- ; _ ) = _( Tk ¥
erence [9] Momentum Equations X, (pu;uy) P )% X, X
(2
. . J J aT
tance of the strips arrangements. As the validation for our math- Energy Equation — (pu;T)=——|T — 3)
ematical model and the code developed, we first simulated the X X\ 9X;
characteristics of heat transfer and fluid flow for the above foyjnere
types of fin surface.
2.2 Computational Domain. According to the geometry r:l (4)
character of symmetry and periodicity, the cell between two Cp

neighboring fin surfaces if9] is investigated. In the numerical rpe governing equations are elliptic in the Cartesian coordinates,
simulation the tube wall temperature is specified, while the fig

e . ) . ence boundary conditions are required for all boundaries of the
temperature distribution should be solved during the iterative pr&')mputation domain. Due to the conjugated type of the problem
cess, making the problem of conjugated type. If we take the fl i '

%e fin surfaces are considered as part of the solution domain and

region as our computational domain, then not only the compuigy he reated as a special type of fluid. The required conditions

tional geometry is quite irregular but also the fin surface tempergzo jescribed for the three regiofupstream extended region, fin

tures are unknown, making the solution process very complicategl region, down stream extended regiowhich are listed in

However, if we take the whole region outlined by the dashed Iinﬁ%ble 1. In the table USED means upstream extended domain, and
in Fig. 2 (typically for strip-plain fin as the computational do- psep as downstream extended domain. With the extended region
main, we can easily use three dimensional Cartesian coordinaleSiaq it is conveniently to adopt the so-called one-way coordi-
with sufficient fine grid system to simulate different parts of Mas41e or the fully developed assumptigL—33 for the treatment
terials (air, tube and fin surfageby step-wise approximation for ot yhe gutiet boundary condition. It is to be noted that for un-
the tube surface. This is the practice we adopted in this study.,,,ndeq hyperbolic flows Orlanki34] proposed the so-called
The computational domain is now described. In Figk %5 the g, mmerfeld radiation condition for the treatment of the outflow
stream-wise coordinatg,is the span-wise one amdstands for the qndary. n this study the governing equations are of elliptic type
fin pitch dlrc_ectlon. The fluid flows across the fin surface_ from thﬁnd there is only one open boundaiye downstream outlt
left to the right. It should be noted that ahead of the fin surfagg,nce this method does not fit our situation and was not adopted.
there is 1.5 times of stream-wise fin length as the inlet domaip, 5qgition, when there is no recirculation at the outflow bound-
and behind the fin surface there is 5 times of stream-wise fijly the one-way coordinate or the fully developed assumption are

Iepgth as the outlet domain.. This impligs that.the whole streaa most-widely used practice in engineering computations, as can
wise length of the computation domain is 7.5 times of the real fify, \\itnessed from referencEk9—21,35-37].

length. The adoption of inlet and outlet regions is mainly for the
execution of inlet and outlet boundary conditions, which will be 2.5 Numerical Methods. The fluid-solid conjugated heat
addressed later. For saving space, the extended domain is not pagisfer problem is solved by full-field computation method. The
sented in scale in Fig. 2. The dashed lines show schematicaylid in the computational domain is regarded as a special fluid of
such a computational domain in tlkey andz-x planes. infinite viscosity. To guarantee the continuity of the flux rate at the
interface, the thermal conductivity of fin and fluid adopts indi-
2.3 Numerical Treatment of Off-Set Strips in the Compu- vidual value, while the heat capacity of solid takes the value of the
tation. In the conjugated computation, the solid regions includiuid [31]. A very large value of the thermal conductivity is as-
ing fin, strip, and tube are also meshed viewed as some spesighed to the tube region to guarantee the tube temperature to be
fluids. Since the physical properties of the different parts are vecgnstant. The computational domain is discretized by nonuniform
much different, the code should be able to identify during thgrids, with the grids of fin coils region being fine, and that in the
computation which is which. To this regard, a special array callezktension domain being coarse. Governing equations are dis-
FLAG is introduced to identify different regions: fluid, fin andcretized by finite volume method, and the coupling of pressure
tube. We define the value of FLAG is 1 for fluid, and 2, 3, 4 foand velocity is implemented by CLEAR algorithm in the stag-
fin, tube, and strip, respectively. After the grid generation, thgered gridg38,39].
appropriate values of the elements in FLAG have to be input suchBefore any computational results can be deemed enough to il-
that the above four regions can be identified correctly. The deminate the physical phenomenon, the computational results
tailed computational method of conjugated heat transfer can st be justified through the grid-independent test, so a careful
found in referencef31-33. In order to give a clear profile of the check for grid independence of the numerical solutions has been
grid-topology and the role of the “identification” of FLAG, the made. For this purpose, four different grid syste(@86x107
structure of grid of 13&107X24 is shown in Fig. 3, in which the X24,148x107X24,136X157X24,136 X107 X4&)ere adopted
inlet and outlet extended domain is omitted. This set of grid is thend computations were performed for a case with a frontal veloc-
outcome of grid-independent examination. In the figure, it can liy of 3 m/s. It was found that the maximum difference in heat
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Fig. 3 Grid structure of computation of reference [9]: (a) A-A section view in
Fig. 2; (b) B-B section view in Fig. 2; and (c) C-C section view in Fig. 2.

transfer coefficient between the results of grid systems of 136 hD,
X107%24 and 136x107x46 is 1.5 percent. Considering the bal- Nu= x ©)
ance between economics and accuracy, the grid system of 136
X 107X 24 is regarded as the one for providing grid independence Qreal
solutions. Computations were performed on a PC with CPU fre- = AT (8)
guency of 2G, and typical CPU time was 7—8 hours for each case. 70

As has been discussed above, the computation is of a conju- _ L
gated type in which the fin efficiency has to %e determined durinlg 70= (Aube™ Atn 7in) /A ©)
the computations and can not be obtained in advance. In the ex- Qrea=MCp(Tou— Tin) (10)
periment of Kang and Kini9], they only provided the parameter
h- 7y not the pure heat transfer coefficient except the plain plate Ap D,
fin, whose fin efficiency was obtained from the empirical equa- f=T— T (11)
tion. In our numerical simulation the efficiency of the slit fin is —PUrzn
computed as follows. According to heat transfer thedrg], the 2
fin efficiency is defined by T

AT= max min (12)
Qreal (5) IOg(Tmax/Tmin)
& Qigeal whereu,, is the mean velocity of the minimum transverse area,

. . ¢ is the outside tube diameteF;,, T, are the fluid bulk tem-
whereQ,¢, is the actual heat transfer rate between air and the P rature of inlet and outlet of the fin surface, respectivély,y

surfape;Qidem is the ideal heat transfer rateiwhen the fin temper. 2= mMax(T,—Tin Tw—Toud)s Toin=MiN(Ty—Tin s Tu— Tou)s 71 iS the
ture is equal to the tube temperatdrg . To implement the ideal fin efficiency andsz, stands for the overall fin efficiency defined
situation, we just artificially give the fin surface a very large valusy Eq. (9).
of thermal conductivity, say 1010%°, which leads to the results
of uniform temperature of the fin surface equal to the value of the2.7 Computational Results. Numerical simulations were
tube wall. conducted for the four kinds fin pattern described ab@®jevith
o . corresponding frontal velocity ranging from 0.2 m/s to 0.6 m/s.
2.6 Parameter Definitions. Some parameters are defined aghe wall temperature is set as 45°C with the inlet air temperature

follows: being 20°C. The pressure drop and heat transfer performance
comparisons are shown in Fig. 4 and Fig. 5 respectively. In the
Re:PumDe ©6) above two figures, all the numerical data in this study are ex-
“ pressed with center-hollowed symbols, and the datf9inare
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Table 1 Boundaries conditions for numerical simulation in this study

Fin coil region
USED Plain plate fin Strip fin DSED
Fin Tube Fluid Fin Tube Fluid

u u=0
Velocity v v=0
inlet w w=0
Temperature T=T,
T
u 0 u=0  u=0 u=0 u=0 Pperiodic &U*O
z az
Upper  Velocity Voo v=0  v=0 v=0 v=0 periodic 4,
and —=0 —=0
Lower 9z a2
sides w w=0 w=0 w=0 w=0 w=0 periodic w=0
Temperature JT JT T=Tw periodic T=T,, periodic 4T
T = =0 = =0 = =0
u au_o u=0 u=0 (?u_o u=0 u=0 &u_o au_o
E . Iy oy oy ay
r%nt Velocity v v=0 v=0 v=0 v=0 v=0 v=0 v=0 v=0
an W ow w=0 w=0 w w=0 w=0 oW w
back —=0 — =0 —=0 —=0
sides y Y ay ay
Temperature ar ar T=Tw dT ar T=Ty T ar
T —=0 —=0 —=0 —=0 —=0 —=0
Iy ay oy y ay ay
u au
0
Velocity v Y
Outlet x =0
w W 0
=
Temperature ar
T & :0
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Actual Velocity, m s°* Actual Velocity, m s
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Fig. 4 Predicted pressure drop versus frontal velocity com- Fig. 5 Predicted hmn, versus frontal velocity compared with
pared with reference [9] reference [9]
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expressed with center-solid symbols. For heat transfer coefficient 25.4

comparison, thg-coordinate i, for strip fin surface and pure 127

heat transfer coefficiertt for plain plate fin. It can be observed Ras_ N

from Fig. 4 that the numerical results of pressure drop is about h }é}___ o -
8-10 percent larger than the experimental ones for strip fins and fﬁf o 5 7‘ |
the difference between predicted and experimental results is even L— ___@ - —
smaller for plain plate fin. Such an agreement should be regarded

reasonably well in the engineering computations. And for param- @

eterh- 7, the two data sources are in good agreenteig. 5): Jany

the derivation of numerical results from the experimental ones is

less than 6 percent for strip-plain fin, plain-strip fin, and for strip m’

fin. The numerically predicted heat transfer coefficient for plain =

plate fin is 15—20 percent lower than the experimental results in

[9]. This deviation is a bit too large, and the following fact may be Fin A Fin B
one of the major reasons to account for this deviation. The plain
plate fin in our numerical simulation is strictly smooth. However,

in the real coil, there exist several mild wavy circles around the
tube that were produced during the manufacturing process and
they can enhance the air side heat transfer a bit. The effect of these
wavy circles were not taken into account in the numerical simu-
lation, leading to a lower numerical prediction. On the other hand,
the deviation between the correlation provided by Gray and Webb
and the test results §9] (see Fig. 5)s, generally speaking, much
larger than that of our numerical prediction. Therefore, our nu-
merically predicted results might be still acceptable as an engi-
neering computation.

From the above comparison, it is clear that within the frame-
work of engineering numerical simulation the agreement between
predicted and tested results is quite good, showing the reliability
of the physical model and the code developed.

3 Numerical Simulation on the Fins of the Present FinC FinD

Study
3.1 Four Fin Configurations Studied. In the above com- gﬂégm;‘fometry configuration of the four patterns of siit ar-

parison study the strip arrangements are copied from the prototype
tested i 9], where for fin B and fin C the strips are totally located

ithin th half h half of the fi -
within the upstream half and the downstream half of the fin suz;lapve two. It is to be noted that the pressure drop of fin B is 14

face respectively. In the present study, we make some changes hiaher than fin C at f | velocity of 2 m/ houah
the two types of strip arrangement: the strips are mainly locatedR§cent higher than fin C at frontal velocity of 2 m/s even thoug
ey possess the same number of strips.

upstream half with a few strips being in the downstream for the f

B and vice versa for fin C. Figure 6 shows the details of fin 322 FEin Efficiency. The fin efficiency of the four types of
configurations of the four strip arrangement patterns. Fin Ais thgs are presented in Fig. 9. It can be seen that in the low frontal
whole plain plate fin. Fin D possess 12 pieces of strips arranggéiocity region the fin efficiency of the four types of surface are
over the entire fin and protruded alternatively upward and dowgtmost identical with the efficiency of the whole plain fin being a
ward along the flow direction, and each strip is punched with dit |ower. The fin efficiency decreases with the increase of the Re
mm width and 0.7 mm depth from the base sheet. The strip NURumber or the frontal velocity. This is consistent with the common
ber is the same for B and C. The simulation conditions are listeghderstanding of the heat transfer theory. It should be noted that
in Table 2. . o S i the decreasing trend of the fin efficiency of the whole plair{ffim

The computational domain is shown in Fig. 7 for fin D. Then) with the increase of frontal velocity is less steep than the other
governing equations and the boundary conditions are similar ggee ones, and at a relatively higher frontal velo¢ity1.0 m/s),
that presented in section 2. For this simulation we only need e fin efficiency of type A eventually becomes higher than that of
redefine the array FLAG based on the configuration studied. Thg B, C, D. The above variation characters of the fin efficiency
gird system used is 136116x34. The numerical methods usedcan be explained as follows. From the tube wall to the air there are

ﬁre the same as described in section 2 and will not be restai@g thermal resistances in series to the heat transmission: one is
ere.

3.2 Results and Discussion Table 2 Simulation conditions

3.2.1 Friction Factor Results. Figure 8 compare the friction Tube outside diameter

7.2 mm
factor of the four strip arrangement patterns shown in Fig. 8. Thengitudinal tube pitch 12.7 mm
Re number ranges from 348 to 3480, and the corresponding fr .QQEY?(VS‘? tube pitch 0111027 mm
tal velocity ranges from 0.5 m/s to 5.0 mis. It is revealed that than pi{ghness o
friction factor of whole plain fin(fin A) is the lowest, and the Sstrip width 1.0 mm
value of the whole strip fir(fin D) is the highest. The friction Strip pitch in the x direction 1.0 mm
factor for the whole strip fin is 2.24 times than that of the whol ltjrt')% rt]g:%gérature Oglgmll
plaln fin _(fln A) atV=2.0m/s. This is maln_ly due to_ the fr_equentmlet air temperature 303 K
interruption of the flow created by the high-density strips. Thelet frontal velocity 0.5-5 m/s

pressure drops of half strip fiiéin B and fin C)are between the
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present study Re

Fig. 10 Heat transfer results

the thermal resistance provided by the heat conduction in the fin,
which depends on the fin geometry and thermal conductivity,
hence is independent of the frontal velocity. The second one is thigrface leads to the increase of the conduction thermal resistance
convective resistance from fin surface to the air, which strong8f the fin, leading to a lower heat transfer rate when the frontal
depends on the frontal velocity. In the low frontal velocity regionyelocity is relatively high. And the higher the frontal velocity is,
the convective thermal resistance prevails and the slotted surfaties more prominent this fin efficiency difference. From the above
have a better convective heat transfer, resulting a larger heat tragiscussion, it is obvious that case D has the lowest fin efficiency
fer rate under the same temperature difference between the tirtbthe relative high frontal velocity region. Figure 9 shows that the
wall and the air. Thus the fin efficiency of the slotted cases is a i efficiency of case B is almost the same as fin D. This means
larger than that of the plain fin. With the increase in frontal velodhat case B has a worse convective heat transfer rate since its
ity, however, the convective thermal resistance reduces signif@nduction thermal resistance should be less than that of case D.
cantly while the conduction thermal resistance remains the saniég fin efficiency of case C is higher than that of case B and D,
hence the latter soon prevails. The existence of the slit in the fitdicating a better convective heat transfer compared with case B.
The discussion made here will be directly demonstrated by heat
transfer results.

3.2.3 Heat Transfer. Figure 10 shows the comparison results
FIN A of heat transfer performance of the four fin types at different Re
FINB number. It is noted that the ordinate is the product of Nusselt
FINC number and the fin efficiency, which is proportional to the actual
FIND heat transfer rate. The variation ranges of Re number and the
frontal velocity are the same as indicated before. The Nu number
of fin D is far higher than the whole plain fiffin A), and the
- [ values of fin B and fin C is lower than that of fin D. It is very
1k - interesting to note that fin C with strips mainly located in the
i down stream part of the fin surface provides more heat transfer
rate than fin B with strips mainly located in the upstream part of
the fin surface. For example, the values ofpyuwof fin C is 1.08
times of that of fin B at the frontal velocity of 2 m/s. The above
aal numerical findings are consistent with the test results reported by
1000 Kang and Kim,[9], where scale-up models for the four type ar-
Re rangement patterns were tested qualitatively. The above results
provide important information for the design of fin geometries:
Fig. 8 Computational results of friction factor since the flow resistance of fin C is lower than fin B, while fin C
has higher heat transfer coefficient than fin B, the strips should be
1.2 mainly located in the downstream part of the fin surface. It is also
revealed that fin D has the best heat transfer rate, but its friction
FIN A factor is much higher than that of fin B or C. This may restrict its
FINB usage when the pressure drop is a special care. Our main aim is to
FINC compare fin B and fin C and to analyze where the difference in
FIND their performance comes from. In the following, such an analysis
is conducted from the view point of field synergy principle.

—
o
L]
4dpbon

0.1

11}

10F

4reon

09}
U
08} . .
4 Discussion on Heat Transfer Enhancement Essence

As indicated above, from the traditional viewpoint, strips in the
fin can enhance convective heat transfer because it can interrupt
the flow boundary layer to reduce its thickness by repeatedly rec-

) PR ) o reation of new thermal boundary layers, or can increase the dis-
500 1000 1500 2000 2500 3000 3500 4000 turbance in the flow field. A relatively thinner boundary layer
Re serves positively to enhance heat transfer. But this concept can not
explain why fin C has a better heat transfer performance than fin B
Fig. 9 Fin efficiency even if they have the same number of strips. It is probably diffi-
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0.5

Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 703

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.6
s4}
05F
L _§1 821
0.4} 1
o 80}
=4
= (]
Zz 03} g
L & 78 ¢
02} b
]
€ 78F
01}
' L A 1 L ' A 74 Il Il L Il L 'l 'l
0 500 1000 1500 2000 2500 3000 3500 4000 0 500 1000 1500 2000 2500 3000 3500 4000
Re Re
Fig. 11 Variation of dot product integration with Re Fig. 13 Domain averaged intersection angle

cult to reveal the reason from the traditional viewpoint of heat L . L. '

transfer enhancement. This phenomenon can be easily explaifjﬂa_é]h.e'r intersection angle. The basic idea of the field Synergy
by applying the field synergy principle proposed by Guo et aprinciple then can be stated as follows: to enhance convective heat
[25,26]and later extended if27—29. According to the analysis transfer the most fundamental mechanism is to reduce the inter-
provided in the above references, the convective heat transfer 13§§tiOn angle between velocity and the temperature gradient. For

. . - . . the four kinds of strip arrangement at the same inlet velocity, the
is proportional topcyfo(U-VT)d(), where () is the domain mgan intersection angle between the velocity and the temperature

studied. The above integration was calculated from the numeri dient of the whole computational domain was determined as
data and the results are presented in Fig. 11, where the symg ows

INT represents the integration over the entire domain for flui : : ) L
. ; . The local inter n angl r n

control volume. Since we adopted the staggered grid system in the € local intersection angle at a grid point is

calculation of INT, the velocity has to be linearly interpolated to aT aT aT

the main gird point from the interface as depicted in Fig. 12 for J.vT U5+U WJFWE
two dimensional case. The vector of velocity and temperature gra-  9=cos | —— | =cos ! — (16)
dient for point P in three dimensional Cartesian coordinates are [U]| VT |U||VT]
expressed as: The domain average intersection angle is defined as the volume
U:ur+uf+wlz (13) averaged mean angle in the fluid region, i.e.,
— JT- dT- JT- N Ay
V=i i (14) JEk 01,1 kA% AY;AZ
ax  dy' oz 0, =2 (17)

Then the term INT can be expressed as follows: E AxAy;Az,

ik
aT aT aT

INT=pcp D, [U—+v—+
1,J,K

al 1 Lo
o 7y w— (15) where the subscripts j, k only refer to the control volume of

fluid.
This term is actually the convective term of a three dimensional The numerical results for the average intersection angle are
energy equation. Under the given modules of velocity vector afdptted in Fig. 13. From the figure following features may be

temperature gradient, the dot product increases with the decreBgted. First, the results show that the mean intersection angle
increases with the increasing in Re number for the four fin types,

indicating that the synergy between the velocity and temperature
gradient becomes worse with the increase in the Reynolds num-
ber; Second, at the same Reynolds number, the intersection angle
o N of fin D is the smallest, while that of fin A is the largest, with a
v difference about 5 to 2 deg. Third, it is especially interesting to
4 note that the averaged intersection angle of fin C is always less
then that of fin B. And this is the most fundamental reason why fin
C has a better heat transfer performance than fin B: the synergy
Ax we —T*F -1 . between the velocity and the temperature gradient of fin C is
v A ¥ E better.
Our numerical results not only once again show the correctness
v of the field synergy principle, but also provide more information
o on where we should locate the strips in order to have effective
s enhancement of heat transfer with mild increase in pressure drop.
For this end, it is to be reminded that according to the field syn-
ergy principle, the dot product of the velocity vector and the tem-
—> perature gradien{U-VT|, will have the maximum result if the
Ay intersection angle between the velocity and the temperature gra-
dient equals to zero when we have the full synergy and no any
Fig. 12 The Calculation diagram for vector of velocity and enhancement techniques are needed. Only when the intersection
temperature gradient angle increases from zero degree enhancement techniques are re-
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Fig. 15 Goodness factor comparison of four fin pattern

transfer and pressure drop characteristics of the plain plate fin is
taken as a reference. The goodness faatordenotes the heat
e transfer rate per unit temperature difference between inlet and
= wall and per unit surface area. The values of this factor for differ-
ent surfaces are compared with the value of P/A as a parameter,
which stands for the fan power per unit heat transfer surface area.
Namely, the parameters af and P/A are defined as follows:

(b) a=Q/A(T,—Tin) (18)

Fig. 14 Velocity vector and temperature contours for fin A: (@) P/A=VA;Ap/A (19)

flow field of the center section in the  z-direction; and  (b) tem- It is to be noted that Eq(18) is very much like the definition of
perature field of the center section in the z-direction. heat transfer coefficient, however, thevalue is not the same as
the heat transfer coefficient since here the thermal potential for the
%ole heat transfer process,,— T, is taken as the temperature

i

quired in order to improve the synergy between the velocity anfirerence. The goodness factor comparison resullts of the three slit

the temperature gradient. To have deeper understanding of S\ ifaces are showed in Fig. 15, where the abscissa is P/A and

point of view, we examined some computational results of thge orginate is the normalized value of the goodness factor,

velocity vector and isotherm distributions in the middle plan be& /a,, where the subscripts and A stands for the slit fin of
tween the two adjacent fin surfaces for the plain plate fin situatioig.{arr’glr’]gement and the plain plate fin. In the Kang and Kim's
These results are presented in Fig. 14. It can be seen that in {8,519, the authors conducted a comparison with frontal ve-
upstream part of the fin, the temperature contours are almost Ngfiy ranging about 0.25 m/s—0.85 m/s. Their main findings are
pendicular to the velocity vector, this implies that the fluid tem

: . o> as follows:(1) In the frontal velocity range of 0.5-0.8 m/s, fin C
perature gradient are almost in the same direction as the veloct ain-strip) has the best enhancemet) When frontal city is

i.e., the synergy between velocity and temperature gradient is Vel ater than 0.8 mis, fin Dentire slit fin) tends to be the best,
good. Hence, in this part of the fin, there is no need to create ile fin C is still better than fin Bstrip-plain fin): (3) Fin B, C,

interruption within the fluid; however, in the downstream part o all tend to be superior than fin gplain plate)in the entire

the fin,_the temperature contours are a'fPOSt_ parallel to the Velocgé'mparison range of P/A. By carefully examining Fig. 15, it can
vector in the major part of the region. It is this place that enhancga ohserved that qualitatively the above findings can also be ap-
ment technlques are needed in order to |_mpr0ve_th_e synergyhgﬁéd to the present situation. The only difference is the concrete
tween velocity and the temperature gradient. This is the furthgr, e of p/a below or beyond which the ranking position changes.
understanding why the heat transfer performance of fin C is betii,e hresent study the frontal velocity of 2 m/s is a critical value,

than that of fin B. beyond which fin D has the best performance. Above analysis

. . indicates two important issuegt) In the conventional fontal ve-

5 Performance Comparison of Four Types of Fin locity range, fin C has a better heat transfer performance than fin
A qualitative comparison for enhanced heat transfer surfaceBs and can be comparable with fin D when the pumping power is

an important issue in evaluating the performance improvement #king into account2) Our numerical predictions lead to the

taking some enhancement technique. For such evaluation toS@ne qualitative conclusions for the four types of fin studied in

meaningful, it is necessary to specify the constants under whifis paper which gives further support to our computational

the comparison is being made. Depending on different comparisaodel.

objectives, a lot of comparison constraints, or criteria, can be

used, including the goodness factor of Sh@)], the constraint of 6 Conclusions

|dent!cal pumping power, identical pressure dfém: A compre- In this paper, three-dimensional numerical simulation of the

hensive review on this issue was madd42]. In this paper the fo

. i - S ur types of strip arrangement are performed to reveal the loca-
goodness factor is adopted simply because its simplicity and Cle%’n effects on the heat transfer and pressure drop characteristics.

ness in concept. In addition, the performance comparisd®jn The major findings are summarized as follows:
was made under this criterion. In order that we can examine '

whether our comparison results are consistent with thg® bfthe 1. The pressure drop of the whole strip ffin D) is the largest
same criterion should be adopted. In the comparison, the heat that of the whole plain fitfin A) is the smallest, the pressure
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drops of half strip fingfin B and C)are similar with the pressure m = mean
drop of fin C(downstream part slott¢@lways lower than that of max = maximum
fin B (upstream part slotted min = minimum
2. For the same Reynolds number, the Nu humber is increasedout = outlet
in the order of A, B, C, and D. Fin C in which strip is located in w = wall
the downstream part has better heat transfer performance than Fin
B in which strip is located in the upstream part. This numerical
finding is consistent with the test results reported9h
3. The domain averaged intersection angles of the four typesRgferences
strip arrangement decreases in the order of A, B, C and D. Théel] Incropera, F. P., and DeWitt, D. A., 1996itroduction to Heat TransferThird

results once again demonstrate the correctness of the field synergy Ei}sjoyvn ,\‘;l"”?:]g‘ LSOOn“dS(v)nNe,\‘AN Eorkigs Conveciive Heat Transfer and Mass

principle. . . . B Transfer, Second ed., McGraw-Hill Book Company, New York.
4. Detailed analysis on the velocity vector distribution and the[3] vang, S. M., and Tao, W. Q., 1998leat Transfey 3rd ed., Higher Education
temperature contours show that in the entry region of the plate fin _Press, Beijing.

and tube surface the syneray between velocity and temperatuid) ST Kl .1, Thonon, &, a T, 200, e e

gradient is very good; while in the downstream part of t_he fin Leat Transfer 34, pp. 363—442. '

surface, synergy becomes worse and enhancement techniques @gkang, H. J., Li, W, Li, H. J., Xin, R. C., and Tao, W. Q., 1994, “Experimental
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Second Law Based Optimization
of Falling Film Single Tube
Absorption Generator

S. Jani
The objective of this paper is to provide optimization of falling film LiBr solution on a
M. H. Saidi horizontal single tube based on minimization of entropy generation. Flow regime is con-
sidered to be laminar. The effect of boiling has been ignored and wall temperature is
A. A. Mozaffari constant. Velocity, temperature and concentration distributions are numerically deter-
mined and dimensionless correlations are obtained to predict the average heat transfer
Center of Excellence in Energy Conversion, coefficient and average evaporation factor on the horizontal tube. Thermodynamic imper-
School of Mechanical Engineering, fection due to passing lithium bromide solution is attributed to nonisothermal heat trans-
Sharif University of Technology, fer; fluid flow friction and mass transfer irreversibility. Scale analysis shows that the
Tehran, Iran, P.0. Box. 11365-9567 momentum and mass transfer irreversibilities can be ignored at the expense of heat
transfer irreversibility. In the process of optimization, for a specified evaporation heat
flux, the entropy generation accompanying the developed dimensionless heat and mass
transfer correlations has been minimized and the optimal geometry and the optimum
thermal hydraulic parameters are revealed. The investigation cited here indicates the
promise of entropy generation minimization as an efficient design and optimization tool.
[DOI: 10.1115/1.1795791

Keywords: Absorption, Desorption, Film, Heat Transfer, Optimization, Second Law

Introduction a model for investigation. Figure 1 shows the geometry of the

I . S . roposed model. The following assumptions have been made in
Falling film evaporation phenomenon which is used in the ge@r er to formulate the problem:

erators of absorption chillers has several advantages such as large

heat transfer coefficient, low solution feed rate, small temperature1. The fluid flow on the tube is laminar and hydro dynamically
difference and consequently usage of low-grade energy sourdgsly developed.

Thermal hydraulic characteristics of this phenomenon have beerp. No shear stress exists at the vapor liquid interface.
investigated based on first law of thermodynamics by several re-3. Thermodynamic equilibrium achieves at the vapor liquid in-
searcher§l—4], but the state of the art is not well developed fromerface.

the second law point of view, which is increasingly used the de- 4. The heat transfer in the vapor phase can be neglected.
sign and optimization of thermal systems in recent years. Entropys. Tube wall is considered constant temperature.

generation minimization technique emerged in engineering in the6. The influence of mass diffusion on the temperature profile
1970s by Bejar{5] to optimize thermal hydraulic systems. Hir-may be evaluated by two nondimensional groupsas, fr,) [6]:
schfelder et al[6] has derived a general formulation for the rate

of irreversible production of entropy. Second law based optimiza- M,D,,Ac

tion of a lithium bromide absorption chiller has been developed by 77'1=a—;

Heydari et al.[7]. They have defined a second law energy effi- P 1)
ciency for an absorption chiller and showed that the prevailing M.DoAc( T

point of maximum performance coincides with the observed stan- w2=i (_

dard working states for the typical absorption chiller. Heydari and ap AT

Jani [8] showed that based on entropy generation minimization
method, a working condition for an automotive air conditioningn general, for the case of coupled heat and mass transfer in the
system might be defined. Irreversible entropy generation for coffialling film LiBr solution, the two parameters in E¢l) become
bined forced convection heat and mass transfer in a two dimentch less than unity and the mass diffusion has little effect on the
sional channel was investigated by San e{@J. temperature profile.

The aims of this paper are to model heat and mass transfer anéfrom the assumptions 1—6 mentioned above the velocity profile
to provide second law-based optimization of falling film LiBr so-and thickness of falling film can be expressed as follp8/d]:
lution on a horizontal tube commonly used in the generator of
absorption chillers. The contribution of each process in total irre- pg )
versibility of the system and optimal geometry and optimum ther- u= 2_//5'”(9)(2&’*3’ )
mal hydraulic parameters has been extracted.

9 4720 'n(e)+1(5 y) s{e)} @
. v=——Yy==si —| 6—=]co
Heat and Mass Transfer Modeling 2v” | dx r 3
A falling film impinging vertically on a horizontal smooth tube 3T 118
and moving symmetrically around the tube has been considered as 5= w
pgsl

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . "
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 111 N€ energy equation for the proposed model can be simplified to
2002; revision received November 25, 2003. Associate Editor: V. P. Carey. the following form:
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Planar Li/Br Solution Falling Film 50%<w;<60%
(Ref, T, Wi,P)

Deviation of heat transfer coefficient and evaporation factor in Eq.
(6) from the numerical results is about 1.6 and 8%, respectively.
The 8% deviation for the correlation of evaporation factor is due
to nonlinear behavior of mass generation for the falling film
mechanism.

Falling Film,

Second Law Modeling
™ Stagnation and impingement zones are so called entrance re-
Evaporation gion. Entropy generation at the entrance region can be neglected,
" as this region is so small compare to the overall domain of falling
) o ) film. Entropy generation at the effective domain can be divided
Fig. 1 Falling film thermal hydraulic parameters and geometry into three components, the first associates with the irreversibility

due to nonisothermal heat transfer, the second is due to fluid fric-
tion and the third is due to mass transfer. The local entropy gen-

oT aT 9T eration terms per unit volume in an incompressible Newtonian
u 5+v a_y a— (3) fluid have been derivefs]. The summary of entropy generation
ay formulation is given as follows:

Similarly the mass transfer equation in terms of LiBr concentra-

tion is given by Sy =Sgnt Sgt+Sgm (8)
2 where
ow ow '
u(9_X+vW:D,9_y2 4) o JT\2 [aT\2
o . j | e Y
The partial differential equatior(8) and(4) is to be solved with
the following boundary conditions: o _M' X Ju 2+ &U)z . Ju . v\ 12 .
T=T,, w=w, x=x, 0=y=s o= |2 ax) Tlay) | TLay) Tl ©)
dw 1[ | —( T\ 1
T=Tw, 5—=0 X=X=X,, y=6 g —_ = i || ZHn 2B
w dy i or Y Slg’m T{nZlJm (ﬂxi)—’_sn(ﬂxi) MnBl}
Ts=f(pWs)  Xi=<x<X,, y=4 ©) where Sg’h is due to nonisothermal heat transfég;f is due to
. pDpdw fluid friction and Sy, is due to irreversibility associated with the
~w. dy X[ SXSXo, Y=90 simultaneous mass transfer and the coupling between heat and

mass transfer.

Y Y The diffusion-thermo effect or “Dufour effect” and thermo-
qe=kd—y:M hig  Xi<X=Xo, y=46 diffusion effect or “Soret effect” has been ignored in this re-

. ) ) search. Taking into consideration the fact that the chemical poten-
In the above boundary conditions, temperatliyés achievable tjg] depends on th&, P, X; and knowing that

from the saturation state at the entrance. Velocity, temperature and

concentration distributions in the film having the governing equa- < [ 9#n

tions (3) to (5) have been solved numerically and compared with Sh= T

the existing experimental dafd]. Based on the numerical results

the following correlations for heat transfer coefficient and evapdhen the production of entropy associated with mass transfer dif-

— Jd
) and v,=| 2% ”) (10)
P,X T,X:

ap

ration factor can be derived: fusion iny-direction and coupling between heat and mass transfer
o is given as
[ J—
= a1 Rg? PP explasw)(d/L)% - (& [ 1 [\ [dX\] Va[op| 1
b ®  Sin=-| 2 I x|y )| s Lay) v B
EF=b; Rg? P3P+ exp(bs Rg)(d/L)s(ds/L )" s ne " "
11)

where
The diffusive contribution of LiBr concentration in the peripheral

a;=0.7482, a,=0.17904, a;=0.26983, a,= —0.02764, direction and the pressure difference across the thickness of fall-
_ _ ing film is negligible. Applying he Gibbs-Duhem relation, for a
85=0.0032956,85=—0.43161 binary system Eq(11) is reduced to

b,=2.19445E-4, b,=0.59183, b;=—0.81257, o lﬂ M Iy dX, w2
b,=0.083305, bs=—0.00706, bg=0.62828, b,=0.61664 g.m T MiMy(1-X;) dX5|, , dy
It should be noted that thermodynamic properties are calculatediierej,, is the mass flux of LiBr which is defined as
the mean value of saturation temperature of LiBr solution and Y 5
wall temperature. The following are domains of applicability of S C—M M.D dX; 13
the specified correlations Joy= p 1h272lgy 13)
7<Pr<10 Substituting Eq(13) into Eq.(12)
100<Rg=<500 . c?D M du dX,\?
) ) Sim= T 1o %, (d_2> 4
5 kPasP<10 kPa p (1=X3) 0Xo|; o\ dy
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Based on the formulation of the chemical poten{id]
55.5yX,
1-X,

Differentiating Eq.(15) with respect toX,, substituting into Eq.
(12) and rearranging the result in termswj§, we have

dw,\?
dy

po=2RTXLN +ud (15)

om
Sgm=

2D,R 1 ( 6

M2 wy(1-w,)?

whereM, being the molecular weight of LiBr is 86.86 kg/kmole.
The result is the rate of local entropy generation in a two-
dimensional falling film flow over a horizontal tube with the LiBr

diffusing in they-direction which can be expressed as

(aT)z (aTﬂ u’{ (auz (dv)z
—| +H =] [+={2||=] +|=
X ay T X ay
2 2D R, dw, )2
]+—21 & (—2) (17)
Mow,(1-w,)? | dy

1

" __

g_T2

A5

Scale Analysis

The following considerations can be derived from scale up

analysis in the falling film domain of LiBr solution

x=~s, y=68, u~U ., O6<S (18)

where § is the order of falling film thickness in the tube radial

in comparison with that associated with heat transfer. The relative
magnitude of the three entropy generation terms in @8) is
obtained by comparing the mass diffusion and the fluid flow ef-
fects on heat transfer. It can be verified that the fluid flow and the
mass transfer total entropy generation can be neglected at the
expense of the heat transfer, which will be shown later on in the
results. Then the total entropy generation per unit length is re-

duced to
- 1(aT\?
Sg— ; W dO‘

Applying vector calculus and divergence theorgi2], Eq.(24)
can be expressed as

7R —q” 7R " S
- Ow f e fku (Tm)
ds+ —ds+| —In|=—|d 25
J fo Tw o Ts 0o @ Ti y (@)

(24)

S/=

The first two terms at RHS are associated with heat conduction
and the last term is associated with heat convection entropy gen-
eration. Using the mean value of free surface temperafugg,

then

. —q,
= W+

, de RePrk (Toa,
= In (26)

+
Ts,au 4 Ti

Optimization
Heat and mass transfer and entropy generation are changed

direction. The order of magnitude analysis of each term in entroRyih the variations of the geometry and thermal hydraulic param-
generation associated with fluid flow friction can be expressed ggrs such as film Reynolds number, inlet concentration, system

’

o

o 2o

From scale analysis of continuity equation it is revealed that

U max
S

2

(19)

o
v~ S U ax (20)
Substituting Eq(20) into Eg. (19)
, 2
/'L_ 2 U max 2 2 U max 2 U max 2 6Umax 2 U max 2
T s |’ s )8 ) g2 ' 6
(21)

In Eq. (21), at the expense of the third term, the rest of terms can
be neglected. Invoking the same scaling methodology for entropy

generation due to nonisothermal heat transféf/¢x)? term can
be neglected at the expense of thid{oy)?.
Finally the local entropy generation E@.7) is reduced to

2 ’
"
+_
T(

aT 2

" __ 1
Vel
Total Entropy Generation

Total entropy generation per unit length of the tube can
expressed as

oo (315w % (3o
1

2D,Rp (% (22)

8u>
A Mowy(1—w,)2\ dy

M2W2(1*W2)2

2D21§p dW2 2
( gy 4o (23)

pressure and temperature difference between wall surface and in-
let solution. In the process of optimization the objective is to
minimize the total entropy generation for a specified evaporation
heat flux at free surface and to meet all side constraints of thermal
and hydraulic parameters. The final constrained optimization for-
mulation can be expressed as follows:

' :_q\:v+ qé RQPrkln(To,av)

ST, TT.. 4 T,

= (27)
dw=h7R(T,~T))

Wherea§é should be minimized subject to
de—dep=0
.= EFxaqy,
80<=Rg=>550
%50<w;<%60
5 kPasP=<10 kPa
5 K<T,~T;<30 K
10 mm<d<50 mm

bﬁ"le augmented Lagrange multiplier method is used to solve the
constrained optimization Eq27).

Results

The comparison of correlated heat transfer coefficient and
evaporation factor with those of the numerical results has been
shown in Figs. 2 and 3, respectively. The correlated heat and mass
transfer coefficient and evaporation factor well satisfy the numeri-
cal data with reasonable RMS.

The three terms of local entropy generation at a cross sectional

which o is the cross sectional area of the falling film perpendiclarea perpendicular to tube wall is shown in Fig. 4. The entropy
lar to tube wall. Considering that LiBr concentration profile pengeneration due to heat transfer and fluid flow friction decreases
etrate only a short distance into the falling fiiil], then the total from wall to free surface while the entropy generation due to mass
entropy generation contributed to the mass transfer becomes srtralhsfer increases.
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Fig. 5 Comparison of total entropy generation component as
a function of film Reynolds number

Figure 5 represents the comparison between total entropy gen-
eration of nonisothermal heat transfer, fluid flow friction and mass
transfer as a function of film Reynolds number. The nonisothermal
contribution is much more than the two others. Although the local
mass transfer irreversibility is the same as heat transfer contribu-
tion, but as the penetration of LiBr concentration into the falling
film is relatively small, so that the heat transfer is dominant.

The results of optimization process are shown in Fig. 6. In the
process of optimization for any fixed geometry and specified
evaporation heat flux, the optimal thermal and hydraulic param-
eters are achievable based on entropy generation minimization.

Figure 6 shows the minimum entropy generation trends for
specified evaporation heat fluxes as a function of tube diameter. In
the range of low evaporation heat fluxes the minimum entropy
generation increases with increasing the tube diameter whereas at
high evaporation heat fluxes the minimum entropy generation de-
creases with increasing tube diameter. The minimum entropy gen-
eration has fluctuating behavior for a moderate evaporation heat
flux. The optimum thermal hydraulic parameters as a function of
evaporation heat flux are shown in Fig. 7. The optimum condition
for degree of superheating temperature and inlet concentration
increases with increasing evaporation heat flux where as the opti-
mum film Reynolds number and system pressure decreases with
increasing the evaporation heat flux.

3.5 T T —————r— v T
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3 \ & q;=700(w m) 4
! . q'e=900M m)
28 w 0.=12000 /) '
) v =14000 m)
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Fig. 6 Minimum entropy generation as a function of tube di-
ameter
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Conclusion

Second-law and thermal hydraulic modeling of planar, laminar
falling film LiBr solution over a horizontal tube has been investi-,
gated in this research. The process of optimization is followeb ™
based on the entropy generation minimization for any specified
evaporation heat flux and in the range of thermal hydraulic param-
eters. Scale analysis shows that irreversibility of nonisothermal
heat transfer dominants in comparison with the fluid flow friction

Normal velocity[m/s]

= Partial volume

LiBr concentration wt%]
Peripheral coordinatem]
Mole fraction

Normal coordinatg¢m]

< Xxs<¢
Il

Greek letter

Thermal diffusivity[m?/s]

Falling film thicknesdm]

= Chemical activity

LiBr solution flow rate per unit length per one side
of tube[kg/m-s]

Fluid dynamic viscosityfPa-s]

Chemical potentialkJd/kmol]

Fluid kinematics viscositym?/s]

= Angular position

= Density[kg/m’]

Subscript

I o, R
i

te:ttwi
Il

QD
<
I

= Average value

= Evaporation

= Fluid flow friction

= Heat transfer

= Direction, Inlet condition
= Component j, n, 1, 2, 3
= Mass transfer

Wall

= QOutlet condition

= Saturation state

=
WOE3NMN_>ao0
|

and mass transfer. Optimization shows that in the range of lo8uperscript

grade evaporation heat fluxes, using smaller tube diameter have
more advantages and vise versa. However, in the range of low
evaporation heat fluxes the film Reynolds number and system
pressure must be as small as possible and the inlet concentration

and inlet degree of superheating must be as high as possible and «

vice versa.

Nomenclature

B =

c
D
d

c —Hwn (/)@m
I

Body force[N/m?]
Molar concentratiorikmol/m?]
Mass diffusivity[m?/s]

Tube diametefm]

Vertical tube spacingm]
Evaporation factof qy/qy,
Gravity constan{m/g]

Average heat transfer coefficief/m?K]

Latent heat of evaporatidrikJ/kg]
Mass flux[kg/m?-s]

Fluid thermal conductivitfW/m-K]
Characteristics lengthu€/g)Y*[m]
Lithium bromide

= Molecular weightfkg/kmol]
= Evaporative mass flufkg/n?-s]

System pressurkPa]
Prandtl number

Heat flow[W]

Gas constanitkJ/kmol-K]
Tube radiugm]

Film Reynolds numbe(4I'/w)
Rate of entropy generatidiw/kg-K]
Entropy[kJ/kg-K]

Half of tube perimetefm]
TemperaturgK]

Peripheral velocitym/s]
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= Per unit length

= Per unit area

= Per unit volume

= Per unit mole

= Optimum condition
0 = Reference state
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Free Surface Flow in High Speed
myongwei | F1DEF Drawing With
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e-mail: kokmeng.lee@me. gatech.edu This paper presents a complete two-dimensional (2D) thermofluid model for predicting
. the neck-down shape in the fiber drawing process. This model uses the controlled draw
The George W. Woodruff School of Mechanical tension to calculate the Neumann boundary condition at the furnace exit; thus, it does not
Engineering, Georgia Institute of Technology, require specifying the speed (or diameter) of the fiber as most previous studies did. The
Atlanta, GA 30332-0405 model presented here can be applied to optimization of the high-speed draw process with
. large-diameter preforms. In this study, the radiative transfer equation is directly solved
Sefge W. Tchlkanda for the radiation fluxes using the discrete ordinate method coupled with the solution of the
Sandia National Laboratories, MS 9161, free surface flow, which does not assume that the glass is optically thick and does not
7011 East Ave, Livermore, CA 94550 neglect the glass absorption at the short-wavelength band. The artificial compressibility
. method is used to solve the Navier-Stokes equations. A staggered-grid computation
o Zhi Zhou scheme that is shown to be efficient and robust was used to reduce the computation load
e-mail: zhizhou@ofsoptics.com in solving the complete 2D model. The neck-down profile of a large preform (9 cm dia)
. . drawn at a relatively high speed of 25 m/s was experimentally measured. The measured
slu'ng Hong profile well matches that derived numerically. Results also show that the free surface
e-mail: shong@ofsoptics.com calculated using the Dirichlet boundary condition deviates considerably from the mea-
sured profile, particularly near the furnace exit where the actual diameter (and, hence, the
OFS, Norcross, GA 30071 speed of the glass) is essentially unknown. Although the difference between the numerical

results obtained from the full and semi-2D models was small, this difference could be
significant if the location at which the glass converges to 12b dia is of interest,
especially when the preform has a large diameter drawn at a high speed.

[DOI: 10.1115/1.1795237

1 Introduction sion (optically thick medium assumption would fail at the

§L1rface—an assumption commonly used in many early studies

A number of industrial processes, such as Czochralski CYSttie to its simplicity in solving the radiative transfer in the semi-

growth, VAD preform stretching, and optical fiber drawing, 'n.'trqansparent glass. Wei et §b] confirmed this finding in a study

volve free surface flow coupled with complex radiative transfer i  radiative transfer modeling on a moving glass rod. They also

semitransparent materials. In manufacturing optical fibers, diffy- . s .
culties in making practical measurements in the furnace domainmfmenc"leIy _solved the radiative transf_er equaiBTE) using the .

. . fcﬂscrete ordinate metha®OM) to predict the temperature gradi-
the drawing process have motivated manufacturers to look g

numerical tools to facilitate the design of new processes for draent built up during transient. In addition, their analysis showed

Yhat the glass absorption coefficient in the short-wavelength band

ing optical fil_:)er_s_ at high speed from Ia_rge-diameter prefom}: nnot be neglected and proposed a modified band model that
(g_lass rod)._ Slgnlflca_nt efforts have been directed toward the MAftiudes the glass absorption at short-wavelengths. However, only
eling of a_flt_)er-drawmg process for th_e_ past three decades. .M%% bined radiation and conduction with relatively simple geom-
of the existing models assume a Dirichlet boundary COI’]dItIOél[ry (concentric, uniform glass rogisvere considered

(DBC) at the furnace exit. This formulation s valid fc_)r.qlrawn)g_ The desire to improve productivity has motivated researchers to
small-diameter preform as long as the glass fiber solidifies with velop a 2D model that is more accurate for drawing of large-
the fur.nace. As larger preforms are dr{avyn at h|g_her speeds, Smeter preforms at high speeds. Among these, Lee and Jaluria
fiber diameteKor speedpt the furn.ace exitis essentlglly unknowr]%g?e-| and Choudhury and Jalurf@] assumed a free-surface profile
because the glass oftgn freezes. into fiber well outside the fumal the calculation to solve for the velocity and temperature field.
An accurate analyycal prediction of the free surface be!nlgsing intermediate free-surface profiles, Choudhury efal.
drawn is ghallenglng In .that the momentum and energy equatlogaved the 2D stream-vorticity governing equations, where a
qharacterlzmg the d.rawmg process are strongly coypled. and n Ihall-diameter preform of 1.2576 cm drawn at a relatively slow
linear due to the highly tempe'rature-dependent V|sco§|ty of t eed of 3 m/s was considered. Xiao and Kamifigkattempted
glass and the effects of the. radiative heat transfer. I?unng the | Csolve the 2D conjugate problem of glass and gas flow with free
é?c?t?lZn?sm\jv;?g S]t-L?C?i?ezl t:lfgonulfmiséeecfft?egfe;?fhgrpsm\ﬂ\igﬁﬁrrl_éjllﬁ%erface using the commercial finite-element code FIDAP. They
Paek and Runk1], Homsy and Walkef2], Myers[3], and Vasil- . nd it difficult to obtain convergencghat was sensitive to the

. . L - . formation meshas the number of radiative macrosurfaces in-
jev et al.[4]. These st.udle.s primarily focusepl on one-dlmensmng eased. More recently, Yin and Jaluri®]and Cheng and Jaluria
(1D) models for drawing fibers from small-diameter preforms at '

. 1] in i he eff f pr rameters on high-
relatively slow speed. %}] |dvest_|gatedtt ezg e;:ts of process parameters on high-speed

Radiative transfer is the dominant mode of heat transfer in th'eer rawmg(up 0 m S). . .
fiber-draw process. IR2], it was found that the Rosseland diffu- For drawing large-diameter preforms at high speeds, it was

P ) ’ found that the computed glass temperatures were well above the

c i " glass melting point at the furnace exit. This may imply that the

* orresponding autnor. H 0 H

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF glass cools '[_0 form a solid fiber after Ieavmg the furnace and '[hUS,
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 23he aCt_ual diameter and speed of the glass at the furnace exit are
2003; revision received May 24, 2004. Associate Editor: C. P. Grigoropoulos. ~ essentially unknown. In order to address some of the abovemen-
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tioned problems encountered in simulating the free-surface profile I
of melting glass in the furnace domain, we offer the following in . R

this paper: Preform

1. A complete 2D numerical model is presented for solving the I T
neck-down shape of melting glass in the furnace domain, i
I{z

which does not require specifying a value to the glass speed.
Instead, a Neumann boundary conditioBC) at the fur-
nace exit is assigned, where the velocity gradient can be
more practically computed from the controlled draw tension.
The model presented here can be applied to optimization of
the high-speed draw process with large-diameter preforms.

2. This represents the first attempt to solve the RTE directly
using DOM for the radiation intensities in the problem of
predicting the neck-down shape of a fiber-draw process. The
solution does not assume that the glass is optically thick and
does not neglect the glass absorption at the short-wavelength
band. More specifically, we extend our earlier woE{ to
solve the full coupled 2D problem involving the combined
radiation and conduction with viscous flow in the melting
glass with an unknown free surface.

3. This paper introduces a robust and efficient computation
scheme to solve for the free-surface flow in fiber-draw pro-
cess based on the use of staggered grids. This staggered-grid
scheme guarantees strict energy conservation and as a result,
a much smaller grid number than those used in the previous

studies is needed for a specified preform diameter. In addi- - I._,
tion, the explicit boundary condition of the pressure is not
required at the free surface for this grid.
4. The numerical model presented here has been experimen-
tally validated. Unlike previous studigd] and [8], where
comparisons were made against experimental data obtained

% Furnace

R
i

Post-
chamber

for a small-diameter preforrfil cm) drawn at a slow speed
(1 m/9, we compare our numerical prediction against an L
experimentally measured neck-down profile for a large pre- » D= 125 iom
form of 9 cm in diameter drawn at a high speed of 25 m/s. Fiber =L

As will be shown, both the numerical results and experimen- 4

tal data are in excellent agreement.

Fig. 1 Schematic of free-surface flow in the furnace and post-
chamber

2 Analysis

Figure 1 shows the melting of a fused-silica glass (@form)
with free surface inside the cylindrical furnace and the subsequent

cooling inside a postchamber. The interest here is to solve for the o ‘9_“ +pu ‘7_u + pv 8_u _ a_p + E i ( 2ur 8_u) _ Z,ui
geometry of the neck-down shape so that the glass radius at the"™ dt ar Jz ar ror ar 2
furnace exit can be determined. For this purpose, a complete 2D
model is developed for the furnace-draw process. The following A 2
assumptions are made in the formulation: az| ™M 9z T ar @
1. The system is axisymmetric and two-dimensional. Only the v Jv v p 19 au dv
furnace domain is considered, where the furnace walls are p—+pu—+pv —=——+— —[,u (— + —)
gray and diffuse. ot or 9z gz r or dz = or
2. The glass flow is Newtonian and incompressible. The glass 9 v
is semitransparent to radiation in the spectral ranga €5 +—=(2u —) +pg 3)
pm and is almost opaque beyondu®n. The scattering of 9z 9z
radiation can be neglectéifiskanta[12]). The glass refrac- oT aT aT\ 1 9 aT ol aT
tive index is uniform and does not depend on temperature. pCp(— +u—+v —) =— —( r—) —( —)
3. The inner and outer surfaces at the glass interface are treated ot~ —gr - dz) rar\ or] dz\ Iz
as diffuse for the radiation reflection and transmission. This —V.qpt pu® ()

assumption is based on the fact that the surface of the melt-
ing preform may undergo wavy hydrodynamic instabilitiesvhere
with magnitude in the order-of-radiation wavelengths.

2.1 Fluid Dynamic Model. The 2D fluid dynamic govern- =2 +

au\2 [u\? [ov)2
EREEE
ing equations for the glass flow, which include the continuity,
Navier-Stokes, and energy equations, are given below in the @rd gy is the radiation heat flux in the participating glass media,
lindrical coordinates(,z) system[13]: the solution of which will be described in Section 2.2. Other sym-
bols in the above equations are defined in the Nomenclature.

au v\
— + —
9z or

Ei(r u)+ i( v)=0 1 The artificial compressibility methoACM) [14] is used to
ror P oz P solve the pressure-velocity coupled Navier-Stokes equations nu-
714 | Vol. 126, OCTOBER 2004 Transactions of the ASME
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merically in the glass domain. An artificial time derivative of the
pressure is added to the continuity equation as follows:

m» . d w)_, .
at arﬁr(ru) dz| ©)

wheret is a fictitious time andh is the artificial compressibility
factor.

The full 2D fluid dynamic model has five variables to solue;
v, p, R, andT. The momentum and energy equations are strongly
coupled because the viscosity of the glass changes by several
orders of magnitude with temperature. Furthermore, the energy
equation is highly nonlinear due to the radiative heat transfer be-
tween the furnace and the glass. The coupled equat®rg5)
are solved numerically along with the following boundary

Conqitions- ) ) ) Fig. 2 Intensity orientation vector in the 2D axisymmetric cy-
Since the system is axisymmetric, we have along the centerliigirical coordinates system
or at
0 0 o 0 il 0 6
r = u = —_— —_—
. u=0, —=0, = (6) ©
) at z=Ly, ——=—— 13
At the furnace inlet or at ©odz 3umRE, (13)
Fa whereF; is the specified draw tension on the fiber. It is worth
z=0, u=0, v=uvj,, EZO' R=R, (7)  noting that the glass may not reach the specified diameter at the

furnace exit; thus, the glass velocity at the furnace exit is often an
whereu;, is the feed rate anR, is the preform radius. The glassunknown. On the other hand, the value of the draw tenioran

temperature is extrapolated at the furnace inlet since no significi§ measured and controlled immediately after the postchamber.
differences were found in the simulations even when a more dgdecause the glass diameter is very small after it exits the furnace,
tailed temperature boundary condition was modeled. its inertia and gravitational effects between the furnace exit and

The boundary conditions at the free surface are as follows: the tension measuring point are negligible in EtB). The glass
radius at the furnace exFﬁLf is known once the free surface is

Vv Vv ;
Normal force balance: py—pa+ §K=2,uga—n" _ZMaa_nn determined.
g § 2.2 Radiation Model. The energy equation requires the di-
®) vergence of the radiation heat flagg that can be obtained by
. IV, IV, ©
Tangential force balance: pug—— =pa—— ~0  (9) V.qR:f [477Kmf|m('r)—mfﬂ [(r,9dQ [d\ (14)
g a 0 =47
o aT where the spectral radiative intensity(r, s) is a function of the
Net heat flux continuity: —ky—=i =0rag opa™t dcon position vector, orientation vectors, and wavelength; I, (T) is
9 10 the spectral intensity of a blackbody radiation given by Planck’s
(10) function; «, is the spectral absorption coefficient. The radiative
JR  OR intensity is obtained by solving the RTE:
i i ition: — +v-——u=
Kinematic condition praaii u=0 (11) @ d(rly) 1 a(yl,) R

B—=rx[lax(T) =11 ]  (15)
where{ is the surface tension aneis the surface curvatura/, roor v 9z

and.\/t are the normal and tangential components of the velqcity @where (a,7,8)=(sin # cos,sin fsin y,coss) describes the direc-
the interfacen is the magnitude of the normal vect@,q0paiS  tion cosines of the orientation vectsy andé and are defined in
the net radiation heat flux in the opaque bagg;,, is the natural Fig. 2.

convection heat flux from the air; the subscrigtgnda denote the Due to the arbitrary change of the free interface, @§) is cast
glass and air, respectively; aiis the radius of the glass, which into the fully conservative form in a general curvilinear coordinate
is a function ofz. In Eq. (8), the surface tension and the normaj stem(7,£€)

stress of the air can be neglected because they are several ord)(,ers

smaller than the other termp;, is set to O as a reference. Equa-  dLrG(an +B7,)1,] . IrG(ag + BN (vl

tions (8)—(11) can be used as the boundary conditions for vari- an € G oY
ablesu, v, T, andR(z), respectively. )
At the furnace exit, the glass temperature is extrapolated, as the = KxIGINIpn(T) =1, ] (16)

downstream temperature of the glass outside the furnace does\pRkre (;, ,7,) and ¢ ,&,) are the grid metrics; an is the
have considerable effect on the upstream temperature of the glasgSopianof the transformation. ’

p 2T Equation(16) is solved numerically with the following bound-
at z=L;, u_ . —=0 (12) ay conditions. Along the axis of the cylinder or at

iz gz
r=0 |I,=I, for B=pB', a=-a' a7

Because the temperatures of the preform and the ambient outside

as;uming an arbitrary value for Fhe glass velocity at th.e furnaﬁ;?e furnace are much lower than that within the furnace, we can
exit; often, the value of the specified fiber draw speed is used ﬁ%glect the intensities from the outside of the furnace '

published literature The NBC can be obtained from the elonga-
tion model for the draw tensiofi]: at z=0, |,~0 for B>0 (18)

In addition, we use the NBC for the axial velocifinstead of
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and Implementation of the Free Surface Boundary Conditions.
_ _ Using the following definitions for the normal and tangential ve-
atz=Ly, 1L,~0 for <0 (19) locity components at the free surface, E@.and(9) are imple-
For a diffuse interface, the radiation intensity at the inner glassented using the staggered grid; appropriate discretization and
surface pointing inward is given by manipulation are required to ensure stable and robust convergence
in the computation

1-p)H, +py (q) . r+a,,2)-n
|)\(F,S)=( py ) H oy (dy r+ay, sn<0 (20)

T V,=v-n=u LMJ”’ 7/211 (24)
where py¥ and p; are the reflectivities at the outer and inner Jg™ Jg™
surfaces, respectivel;q;“’r, q;{l are the one-way spectral fluxes
in the glass in the positiveandz directions, respectively) is the V.= vet= — U Mz +u e (25)
unit normal vector at the free interface pointing outward; &hd ! Joit 7 gt

is the irradiation on the outer surface.
In order to obtain the irradiatioH, in Eq. (20), the radiosities Where n=(n,,n,)" and t=(t,,t,)" are the unit vectors in the
of the furnace wall must be determined. For this, we consider thermal and tangential directions at the free surface; and the grid
enclosure formed by the glass outer surface, the furnace wall, andtric tensomgtl= 7;,2+ 7;?.
the top and bottom disk openings. The radiosities on the glassSubstituting Eqs(24) and(25) into Egs.(8) and(9) and trans-

outer surface are given by forming them into the n,£) coordinates, the following expressions
can be derived:
Kh=(1=p (A1 02) - ntplHy 0<A<5E pm
(1) 2p | 19 n n 129 n B'u—CP
J=¢Ep +(1—&)H, A>5 um (22) ek g (MUTN2)+ G755 (NU+ )~ Blu=Clo

wheree is the emissivity of the surface, aiit, is the blackbody ot 26
emissive power. Since the furnace is opaque, its radiosities are =Pgt LK (26)
also calculated from Eq22) in all the spectral range. The enclo- P P
sure is divided intdK small ring elements, and thus, the irradia- glla_(_nzu+nrv)+glz(9_(_nzu+nrv)+G(9_(an+ nop)
tions can be expressed as 7 ¢ ¢

K —B'u—C'v=0 27

Hm:;l IiFi| 23 uhere
whereF;_; is the diffuse view factor from surface elemerto j. TR 159
Substituting Eq(23) into Egs.(21) and(22) followed by applying B"=g ﬁ(”ng (7_5(”0 (28a)
the resulting equations on each surface element, a system of linear
equations for the radiosities can be obtained. Once the radiosities n 10
are solved, the irradiations can be determined from(E8g). The C'=g () +g a_g(nz) (28b)
formula derived by Myer$3] is used to calculate the view factors K
from the glass surface to the furnace wall. The view factor from 9 9 J
one furnace element to another is obtained by numerical integra- Bt=g”&—(fnz)+glza—(fnz)+6 a—(nr) (28c)
tion considering the block of the view by the preform. 7 § §
In this study, the discrete ordinate meth@OM) is used to 9 P P
solve EQ.(16). A detailed procedure of the method and the ab- Cl=g™—(n)+g**=(n,)+G—(n,) (28d)
sorption coefficient band model can be found 5. an 23 23
The grid metric tensorg'?= 7,£,+ 7,6, and the Jacobian

Numerical Meth
3 Numerical Method G=né&,— &,

The staggered grifiL5] is used in solving for the free surface The first derivatives of the velocity components in E¢26)
due to the following advantages: and(27) must be evaluated along the free surface. We defiat
e surface and half a grid away from the boundary. In order to
Sintain the second-order accuracy in the differencing, the glass
can be used omain is e>_<tendt_ed outward by half a grid size, and a fictit_’mus '
2. The quctuatibns in the solutiofespecially at the free sur- component is defined on the new boundary as shown in Fig. 3 in
' dashed lines. The second-order accurate finite differencing can be

face) due to the central differencing of the first derlVat'velmplemented on the gray-colored control volume right on the free
terms are avoided.

3. There is no need for the explicit boundary condition f0§urface with the grid molecules shown in Figagas

1. The method guarantees the strict energy conservation in &ﬂ
finite volume discretization so that a smaller grid numbe&

pressure at the free surface. Ju
The staggered grid scheme, though it requires tedious interpola- an 1.5t = 2UwH0-SUuw (292)
tions of variables, is robust and efficient.

Since the free interface has an arbitrary neck-down profile, the @70 5(Ug—Uy) 29b
governing equations and boundary conditions are transformed into g s N (29b)
a curvilinear coordinates syste(w,&). Second-order accurate fi-
nite differencing is applied to discretize the equations. The linear dv
equations are in semi-implicit form, as the source term is evalu- (9_,]:0'5(Une+vse_vnw_vsw) (29¢)
ated at every previous time step. In solving the Navier-Stokes
equations, the pressure in B§) is updated explicitly by an arti- dv
ficial time-marching scheme at each real time step. The pressure {9—§=0-5(vsw+ Use™ Unw ™ Une) (29d)
derivative term vanishes when this iteration converges so that the
continuity equation is satisfied. and with the grid molecules shown in Figb3 as
716 / Vol. 126, OCTOBER 2004 Transactions of the ASME
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(a) control volume for u at the free surface (b) control volume for v at the free surface
Fig. 3 Grid molecules for the staggered grid at the free surface a) control volume for u at the free surface b)
control volume for v at the free surface
) a. Solve the Navier Stokes equations using ACM time march-
an =(vp—vw) (30a) ing scheme.
K b. Update free surface profile using kinematic condition, Eq.
(11).
a—v=0.25(vsw+vsvaW7vN) (30b) c. Regenerate the curvilinear grid.
23 d. Repeat Step 3a until a steady state has been reached.
Ju Step 4: Free surface outer iteration
—=0.51.5u,— 2upy,+ +1.5u— 2ug,t 30c ) . .
an S(1-5th = 2UnwH Unww U~ Ut Usw) (30€) a. Save the free surface profile obtained in Step 3.
b. Compare it with the last result saved in Step 4.
au c. If the relative change between two consecutive computed
a_gz(us_ Un) (30d) free surface profiles is less than 10 the final result is

obtained; otherwise go back to Step 2.
Equations(29) and (30) are substituted into Eq$26) and (27),
respectively, and the resulting linear equations are used as }

boundary conditions for the velocity components and vp, duced by separating the temperature iteration and the free surface

respectively. . : ! : .
For the temperature boundary condition in Et0), the radia- iteration. This results in a more robust and faster convergence in
P Y ! t&e computation.

tion flux in the opaque band can be obtained, after the radiositi

are solxed in the enclosure analysis, and is simply given by pasyits and Discussions

Orad,opa=Jopa— Hopa- The natural convection heat flay,,, can _ _ _ _

be calculated numerically from the natural convection of the air in A MATLAB program with C++subroutines was written to simu-

the open-ended channel. It is necessary to include the postchdie the free surface of a draw process. Numerical results were

ber along with a detailed boundary condition at the entrance. obtained for two geometries, where the values of the parameters
The axial derivative of the radius in E(L1) can be discretized are shown in Table 1. Case 1 was selected for validating the com-

as dR/9z=(Rs—R,)/dz, where the nodes fd&®, and R, are lo- putational model. Case 2 was designed to study the effect of pre-

cated between every two adjacentomponents as shown in Fig.form diameter on the computational model for a specified fiber

3(a). In this way,Rs and R, are adjacent and the numerical fluc-diameter, draw speed, and tension on the fiber.

tuations due to the central differencing using every other two In both cases, the physical properties of the fused silica are

nodes are avoided. The component in Eq(11) can be interpo- taken from Fleming16]and the three-band absorption coefficient

lated at the location ofip using the adjacent four componentmodel for the RTE can be found {%]. Since the glass surface
values. velocity is small and the air temperature is close to the glass

) ) temperature in the furnace domain, the convective heat flux is
Computation Scheme.The free surface and the velocity andmych smaller than the radiation flux. Hence the use of an approxi-

temperature fields are solved using the following procedures: mate heat transfer coefficiehtshould not affect the accuracy of
Step 1: Input the initial free surface profile and the values of the

primitive variables p,u,v,T).
Step 2: Temperature iteratidgwith a given free surface and the Table 1 Parameters used in the simulation
velocity field).

héA‘S shown in the above procedures, the degrees of freedom
unknown variablesduring the computation are effectively re-

. Parameters Case 1 Case 2
a. Calculate the view factors. Soeced oo P 55
i i i iti pecified fiber diameteR; (um .
b. f?é)év%t%?fgig) iteratively to solve for the intensities at theSpeciﬁed draw speed, (rfn/s) e
: . Specified draw tensiork;, (grams) 110
c. Then calculat&/’ - q using Eq.(14). '
d. Solve the energy equation using implicit time marchingreform radiusR, (m) 0.045 0.09
scheme. , ) Furnace peak temperaturBy may (K) 2,400 2,460
e. Repeat Step 2a until a steady state is reached. Furnace minimum temperaturé; i, (K) 1,700 1,760
i i . . . Furnace radiusR,, (m) 0.06 0.12
Step 3: Free surface inner iteratigthe temperature field is Furnace lengthl_;,, (m) 0.45 0.7
fixed):
Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 717
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Fig. 4 Intermediate free-surface profiles during the outer 1.25 T j T N ]
iteration 2 0 .
12} —ur\:
145} /"'" .
the solution significantly; however, the computation can be greatly 11}t / .
reduced. A sinusoidal variation df varying from 30 W/miK at - V. |
the furnace inlet to 50 W/AK at the exit was used. This was '_E 108 — using NBC for v
based on the combination of the experimental data in Phjnd = ---- usingDBCforv e
simulation data from Yin and Jalurid0]. The average air tem- Lising DEIC for s v Viecous iealing
perature inside the furnace was estimated to be 1900 K. 095r ]
The numerical model developed here has the advantage of fast 09 ]
convergence. A nonuniform grid is used with a denser spacing ’
near the interface. A grid-size study showed no noticeable changes 085} .
in the results when the grid number is larger thax&5 (in zand
r directions, respectively This is much smaller than 421 08 02 04 08 08 1
used by Choudhury et dI8]. One of the reasons for the efficiency z/z,,
is that the staggered grid guarantees strict energy conservation in (b) Centerline temperatures

the finite volume discretizaiton and reduces fluctuations in the
solution. It usually takes about 300 outer iterations to arrive at t
final results; this means 2.5 h of computation with a desktop %
(AMD1700 CPU with a 512M RAM. If a less strict convergent
criterion is usedsay, from 10° to 10" %), it only takes 40 outer
iterations(or 45 min). However, the temperature iteration usually )

converges within 150 step®r the relative change between twothange of view factors. The handle of the preform was then held
steps is less than 18). The inner free-surface iteration in Step Y @ fixture and moved vertically at a constant speed while its
may take as much as 4000 steps to reach a relative error residligmeter was measured by a laser scanner. ]

of 104, Since the temperature data is only intermediate, a maxi-F19ures S(@and 5(b)compare the free-surface profiles and the

mum iteration limit of 1500 steps can be set in the inner iteratigiia! temperature distributions of the glass computed using two
to reduce computational time. different boundary conditions at the furnace exit:

4.1 Simulation Case 1. The values for Case 1 were data 1- Neumann boundary conditidNBC) or Eq.(9), as proposed
provided by OFS so that models and numerical results can be 1N this paper, which specifies the derivative of the glass
validated experimentally. Thus, the temperature distribution of the ~ €Xit velocity by computing it from the draw tension:

.5 Comparison of results  (Case 1) (a) Neck-down profiles
R ) Centerline temperatures

furnace wall was experimentally measurgk¥] using a M9OR dv/dz=F/(3umRE).
single-color infrared thermometéMIKRON, Inc.), which mea- 2. Dirichlet boundary conditiofDBC), commonly used, which
sures the radiosities at 0.@8n wavelength. This was followed by assumes the draw speed as the glass velocity at the furnace

a radiation analysis on the enclosure to obtain the emission inten- exit: v=wv;.
sities and consequently, the temperature of the furnace wall. The o i .
temperature distribution is parabolic with the maximum at thg€ Sensitivity of the free-surface profile and the axial tempera-
middle and minimum at both ends. ture dlstrlbytlons to the c_hanges of the heat transf_er coeffitient
Figure 4 shows some intermediate free surface profiles durifig3070) iS illustrated in Figs. @) and 6(b). The radial tempera-
the outer iteration. It is noticed that the free surface profile cofiTe distribution is given in Fig. 7. .
verges very fast. There is not noticeable change in most part of the 19uré 5(@)compared the computed neck-down shape against
neck-down region after the 15th iteration. The diameter of tH3€ Measured profile, where those predicted with NBC as sug-

glass at the exit may vary during the iteration due to the Neumaﬂﬁsred in this study is in excellent agreement with the experimen-
boundary condition used far. tal measurement. Those calculated using the DBC deviate signifi-

cantly from the measurement, particularly near the furnace exit
Model Validation. The steady-state surface profile of the glaswhere the glass was assumed to move at the specified draw speed
rod was experimentally measured for the purpose of validating ther equivalently, the specified diameter at the exds compared
model. The preform was moved out of the furnace in a very shart Fig. 5(b) where the temperature is normalized to the melting
time (less than 1 minYo prevent shape deformation due to theoint of 1853 K, we note that the glass temperature increases
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exit. Hence, we conclude that the DBC is invalid for drawing

1
large preforms at high speeds, where the fiber freezes well outside
09r the furnace domain. Alternatively, draw tension can be utilized to

08} obtain an appropriate NBC for specifying the derivative of the

glass velocity in Eq(13). NBC is thus used in the rest of the
07t simulations.

06} As shown in Fig. 6, the solution is insensitive to the changes in
o h except near the furnace exit where the air convection becomes
= 051 more pronounced. Figure 7 shows that the glass absorbs heat flux

04} near the furnace inlet and dissipates heat flux at the furnace exit.

03} 2-D Glass Flow. The glass flow of a large preform exhibits

02 2D characteristics that are not predicted with a 1D model. In order

: to provide a better understanding of the effects of the 2D velocity

0.1 variation on the glass flow, a program utilizing the computed 2D

0 ) ) ) ) velocity field was written.
0 02 04 06 08 1 Figure 8 shows the distributions of the radial and axial velocity
L, components. Figure(8) shows an interesting radial variation of
(@) Effect of h on neck-down profiles the glass axial velocity. Near the furnace inlet, the glass melts
125 , , , from the surface due to the positive radial temperature gradient
(Fig. 7) while it remains largely solid at the center. Hence, the
1.2¢ surface velocity is higher than the centerline velocity. The glass

115 completely melts in the neck-down regidat about 1/3L+), the

) surface velocity becomes much slower than the centerline veloc-

11 ity. The radial variation of the axial velocity is small near the

= furnace exit where the molten glass is highly viscous and has a
= 1.05 very small diameter. Figure(B) shows that the glass velocity
= 1 increases exponentially in the neck-down region. Figufe) 8
shows that the radial velocity is linear withr near the furnace

0.95 exit, which is governed by the continuity equation with the almost

09 1D distribution ofv. In the neck-down region, the distribution of

: u is nonlinear due to the radial variation of

0.85 The visualization program tracks a group of fictitious infinitesi-

mal particles originally distributed at the same cross-section plane

0-80 072 04 06 08 1 in the preform as they travel through the neck-down region. Snap-

g, shots of the particles can be graphed from the following integral:

(b) Effect of & on centerline temperatures

Fig. 6 Effects of heat transfer coefficient h (a) Effect of h on t

neck-down profiles  (b) Effect of h on centerline temperatures r(t)y=r(0)+ f V[r(s)]ds (31)
0

dramatically near the furnace exit in the case of DBC and as a

matter of fact, reheating occurs and keeps it well above the glagfiere the location vectaris obtained by integrating the velocity
melting point. The drastic increase in the glass temperature Ragtor v along a path in the-z coordinate system:; anglis a
been traced to the viscous heating induced by the unrealistic higzhummy integration variable representing time. Figure 9 shows
axial velocity gradient as the glass diameter converges rapidly ig\ the particles travel through the neck-down region from the
the assumed fiber diameter. This phenomenon is clearly in confliginace inlet(or atz=0), where the dashed lines represent the
with the assumption that the glass moving at the draw speed igsgsrface between the core rod and the cladding tube. As predicted
solid fiber having the desire(bonstant)diameter at the furnace j, Fig. 9(a), the particle distributions become dramatically dis-
torted once they move past 1/3 of the furnace length where the
glass axial velocity is faster in the center than that near the sur-
1.025 " T - face. Although the radial variation of the axial velocity is small, it
—— 2, =0.14 P causes a distortion of the particle distribution due to the exponen-
102+ _ Z/L'“'=U.34 i tial increase in the axial velocity in thedirection as shown in
w Fig. 8(b). Simple 1D models are not able to capture this 2D par-
~1015+ A =092 V. ticle flow pattern. This visualization could be used to track the
I --- My, =0 o change in the gap geometry, which occurs between two stacked
cores in the glass preform. The study, however, requires extending
the computation domain to the solidification of the fiber and is
beyond the scope of this paper.

4.2 Simulation Case 2. The effects of a large-diameter pre-
form on the computational model were studied using Case 2. Two
numerical updating-schemes are compared, where the furnace
. . temperature and geometry were modified appropriately to accom-
0 0.2 0.4 0.6 0.8 1 modate the large preform and to keep a reasonable furnace length.

1. Semi 2D solution using radially lumped 1D axial velocity
Fig. 7 Radial temperature distributions and mass conservatigg].
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2. Complete 2D solution using kinematic boundary conditiothe velocity of the glass is smaller, as shown in Figbl0since
in Eq. (11). the mass flow rate is conserved in the axial direction. The axial

Comparisons are shown in Figs.(@Dto 10(c). As shown in Fig. mass advection is weaker as the velocity is smaller, which results
10(a), the diameter of the preform in the neck-down region prd? & lower temperature near the exit in the semi-2D solution as
dicted by the semi-2D model is smaller than that from the 2810Wn in Fig. 10(c). It can be expected that the difference will be
model. cOnsequenﬂy’ the temperature in that region is h|gher (ﬁjgnlflcant for the predICtlon Of the |00atI0n Where the g|aSS turns
to the higher view factors to the hot spot of the furnace. At thigto fiber if the postchamber is included in the computation do-
bottom of the furnace, the diameter of the glass from the semi-2dain. This prediction is important for the industry to determine
model is larger than that in the full 2D model. As a consequendie necessary length of the postchamber.
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Fig. 9 Particle flow tracking
the rectangular region ina )

a) complete snapshots at different instants of time b) zoom in
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5 Conclusions
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quire specifying an assumed value to the glass speed as most

previous studies did. The RTE has been directly solved for the Cp
radiation intensities using DOM, which is coupled with the solu- Ep)
tion of the free-surface flow. The computation scheme is shown to Fiej
be efficient and robust. The required grid number is much smaller
than that used in the previous study although the preform is larger Fi
and the furnace is longer. G
The predicted free surface with NBC has been experimentally H
validated. The experimentally measured profile well agrees with Ix
that derived numerically. We have also noted that the free surface N
calculated using the DBC deviates significantly from the mea- Ji
sured profile, particularly near the furnace exit. As the glass cools Ly
to form solid fiber after leaving the furnace, the actual diameter R
(and, hence, the speedf the glass at the furnace exit is essen- Ry
tially unknown. This implies that assigning an arbitrary value to R,
the glass speed at the furnace exit may not be valid for drawing R,
large preforms at high speed. T
The effects of the preform diameter on the free-surface calcu- Vi, Vq
lation with a draw speed of 25 m/s have also been examined.
Comparisons between the full and semi-2D models show that the a
difference is considerable when the preform has a large diameter. g
This difference is particularly significant if the interest is to pre- gt g*?
dict the location where the glass converges to form the fiber of k
125 um in diameter. Our next step is to extend the computation n
domain to include the postchamber, and the conjugate problem of n
the glass flow and the natural convection of the air in the chamber p
will be solved. ar
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e-mail: choi@Itnt.iet.mavt.ethz.ch The ablation of crystalline silicon by ultrashort laser pulses is studied experimentally. A
. pump-and-probe experiment is implemented in a collinear arrangement, utilizing a time-
Costas P. Grlgoropoulos delayed frequency-doubled probe beam for in situ reflectance measurement and ultrafast
Department of Mechanical Engineering, microscopy observation. Enhanced surface reflectivity in sub-picosecond time scale at the
University of California, Berkeley, center of the irradiated spot indicates nonthermal liquid layer formation. A short-lived
_ Berkeley, CA 947201740 nonthermal liquid phase was detected at fluence oflAcH?. In addition to this obser-
e-mail: cgrigoro@me.berkeley.edu vation, the reflected images for pump beam fluences ranging from 1.5 tb/oh6

provide evidence of plasma expansion above the irradiated target.
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| Introduction with higher fluences. The early stage of ultrafast phase change is

Interactions of ultrashort pulsed laser radiation with solid ma\fj—;ﬁlﬂned via theoretical analysis as well as experimental obser-

ter have been investigated extensivily-5]. Femtosecond laser
pulses impart extremely high intensities, providing well-defined
laser-ablation thresholds at substantially reduced laser energy dgn- Theoretical Background
sities. Precise control of the laser-beam coupling with the speci-
men reduces the extent of thermal penetration and enables hi
quality of machining reproducibility. Hence, high aspect rati
cuts, free of debris and less lateral damage are prodief].
Femtosecond time-resolved optical experiments on ultrafast 1
radiation revealed the existence of a high-reflectivity phase f
laser fluence exceeding a critical threshf@¢,10]. These obser-
vations were attributed to a melt layer that is initiated at the s
face and subsequently propagates into the underlying high-den
electron hole plasmgl0]. This ultrafast process accompanies sd”
called plasma annealirj§,11]with which the lattices are softenedgN ¢ K] |
and disordered. Fundamental questions remain concerning +5'(—D5N—Jee_”
physical origin and evolution of the ultrafast ablative materia
removal process under the nonequilibrium conditions imposed by (1-R)al(x,t) (1—R)?BI%(x,t)
femtosecond laser irradiation. = ho 5y (1)
Recent experiments applying X-ray diffraction with picosecond
time resolution enabled detection of nonthermal melting of semithere R is reflectivity, « is linear absorption coefficien3 is
conductor materialfl2—14. The surface-mediated melting trans{wo-photon absorption coefficiefie2], | is the laser intensityp
formation via a distinct solid/liquid interface is contrasted with théé ambipolar diffusion coefficient22], hv is the photon energy
homogeneous plasma annealing mechanishil5]. The latter is guantumJ, is the electron current density due to thermionic elec-
triggered by high-density electron hole plasma that inherently cdfon emission at the surface, ahds the electron escape length
ries no normal molten phase. However, investigations utilizing-5 nm) 23]. Details of electron emission and simulation param-
femtosecond time-resolved reflectivity measurenj@ft16]sug- eters are found in the literatuf@3-25. The two-photon absorp-
gested existence of a molten layer whose properties and transié@i is dominant because the linear absorption length is nearly 10
behavior differ from normal thermal melting. Experiments#m at wavelength of 800 nm. It should be noted that the reflec-
[2,4,17—19]and theoretical developmen}s,20]showed distor- tivity as well as the absorption coefficient change during the pulse
tion of the silicon diamond lattice structure that is related to latticdue to the varying transient electron density distribution. The laser
instability in the hundreds of femtoseconds time scale on ugnergy coupling with the material was calculated by employing
trashort pulsed laser irradiation. the matrix method formulation in stratified media exhibiting gra-
This paper presents an experimental study on the interactiondi¢nts of the complex refractive ind¢®1]. When the carrier den-
femtosecond laser pulses with crystalline silicon semiconduct®ity is high, the Drude model is sufficient to evaluate the complex
wafers by utilizing a collinear optical arrangemetite heating refractive indexn® of the surface plasma layg21]:
beam and probe beam are at normal incidence to the sarfjpie

fhe electron densiti in this study can be obtained by ignor-

g the contributions of recombination within a few picoseconds
time scale. The impact ionization is also ignored due to the
creening effect at high carrier density. The generated carriers by
ear (one-photon absorptionand nonlinear absorptiofitwo-
photon absorptionare diffused and emitted from the surface.
uI#_ence, the one-dimensional conservation equation for ultrashort
se-induced excitation of energy carriers can be written, exclud-
phase change as follows:

2 1/2
does not need to consider polarization effect in the reflectivity nt= ecfsi_(ﬂ ! )
measurement. Not only the refelectivity for sub-picosecond time 14
scale, but also the plasma evolution at later times is considered w7y

where w is angular frequency of the probe lighty is damping

Contributed by the Heat Transfer Division for publication in th®URNAL OF ii is dielectri tant of talli ili 3087
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 22, 2003;|me' gc.si Is dielectric constant of crystalline silicon (30.

revision received February 27, 2004. Associate Editor: G. Chen. +i4.31), andw,, is plasma frequency expressed asNie?/m* m,,
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Fig. 1 Temporal evolution of calculated surface electron den- Sarple

sity and reflectivity at A=400 nm with no consideration of

phase change. (Note the electron density at 0.5 ps is 2 Fig. 2 Schematic diagram of experimental setup  (DM: dichroic
X10?2 cm~3.) The laser fluence is 1.5 J /cm?2. The critical den- mirror; NLC: nonlinear crystal;  N4: quarter wave plate; L: lens;
sity for lattice instability has been revealed theoretically at M: Mirror). The pump beam (solid line) and probe beam (dotted
10?2 cm~2 (Ref. [5]). line) are normally incident on the sample.

spot, yielding energy fluence of 0.4—4.6 JfcriThe position of
wherem, is electron rest mass amg* is ratio of electron effec- the focal waist and the focal spot size of the pump beam were
tive mass to rest mass taken as 0.18. The damping time chosedetermined by a knife-edge technig&s].

1 fs, considering high carrier-carrier collisidd]. Since no de- The pump and probe beam paths are shown in the solid and
tailed experimental data on the temperature dependence of dudted line, respectively. A 10% portion of the fundamental 800
Drude parameters, we take constant effective mass and damping beam(probe beamperved to generate a frequency-doubled
time for simplicity. In fact, at high temperature, high damping ratéx =400 nm) beam through the nonlinear crystdLC). The re-
(w7401) was observed, which in turn the minimum reflectivitymaining 90% of the original bearfpump beam)vas utilized to
became that of the unperturbed solid. On the contrary, at lqwocess the sample. Errors introduced by misalignment of the two
damping rate ¢ 74™1), the ninimum reflectivity approaches beams were thoroughly examined as suggested in the[ Ref.
zero[1]. Temperature-independent electron mass is also questidl® shift of the probe beam intensity distribution was detected up
able, as hot electrons are situated far from the band edge. In ttiisabout 100 ps.
case, the effective mass should be averaged for all the occupiedhe reflected probe beam was directed through\fhgquarter
states, requiring detailed band-structure information. waveplate)so that its polarization was converted to S and after
The temporal evolution of the electron number densities is cakflecting off the polarizing beamsplittéPBS) formed an image
culated by using a finite difference method and by taking intof the heated target area at the focal plane of a 250 mm lens. The
account many body effecf®2] as indicated in Fig. Ilaser flu- image was relayed via an interference filter centered at 400 nm, a
ence at 1.5 J/cA). Figure 1 also shows the reflectivity at the 100X microscope objective and a %Oeyepiece to a CCD cam-
=400 nm probing wavelength, predicted by considering a plasrég. The sample stage was translated in the X-Y directions by a
layer of both temporally and spatiallye., in the depth direction precision microstage in order to acquire time-resolved images of
varying complex refractive index. The transmission matrix agresh surface exposed to single-shot pulses. It is worth noting that
proach in stratified medig21] was employed to calculate the op-both the pump and probe beams are normal to the sample, elimi-
tical response of the structure. A sharp increase of reflection duegting polarization dependence on reflectivity. Additionally, the
highly dense electron hole plasma was predicted at early times.eitire image is taken at the same time in contrast to oblique-angle
contrast, the reflectivity returns to the bare silicon reflectivity levéllumination.
at times far beyond the pulse length. This model identifies the
highly reflecting phase existing only for a short tifefew hun- |V Results and Discussion

dred femtosecongisAs it will be shown later, this post-pulse re- The sequence of time-resolved surface ima§és. 3)reveals a

flectivity prediction is contrary to the experimental observation
-
2 ps 5 ps

due to nonthermal liquid-layer formation launched by lattice
instability.

Il Experiment m
A schematic of the experimental apparatus is shown in Fig. 2. A

femtosecond mode-locked seed beam of 14 nm bandwidth, pulse
energies in the nanojoule range, and repetition rate of 80 MHz is
emitted from a Ti:sapphire oscillator pumped by a diode laser. A
pulsed Nd:YLF operating at the repetition rate of 1 kHz pumps
the seed beam through a regenerative amplifier. Using the chirped
pulse amplification technique, ultrashort pulses are generated with

a FWHM pulse width of about 83 fs, 800 nm wavelength, and 1 30 pm
mJ maximum pulse energy. Fluctuations of the beam energy were
measured to be within 1% of the mean value. 3 Time-resolved surface images at fluence of 1.5J  /cm?2.

In the present experiment, single pulses of energy in the 0. 04-hgh|y reflecting phase is identified below 1 ps. The ablation
0.36 mJ range are focused onto an approximately A60dia starts at around 10 ps.
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Fig. 5 Reflectivity as a function of layer thickness for liquid
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- ‘ sion as well as nonthermal ablation, generating strong absorbing
g o4p —S—o04mem? - 20 0em? ] plasma in the vicinity of the sample. The total electron yield
§ 03 L = 15yem? B4 yem? ] reached 1¢ cm 2 by using a one-dimensional energy transport
= b equation based on relaxation time approximation and considering
x 02 3 ! electron emissiof25]. At the later timest(>20—-40 ps) isentro-
o1 __2 pic expansion into air can occ(phase explosiorlgading to ther-
* mal ablation[28,29].
or T - Figure 6 shows that the bright spot at the center of the irradiated
o4 b . : . . zone persists longer as the laser fluence is increased. High-
0 100 200 300 400 500 resolution, time-resolved shadowgraph imaf&s| show that the
. plasma front velocity is of the order of several thousands m/s.
Time, ps Consequently, the plasma layer formed atl0 ps is less than 1

Fig. 4 (a) Short time scale and (b) longer time scale time- 'U“m3 n Ef;lckness. Thus, t.he surface electron.denSIty Qxce?ds
resolved surface reflectivity traces. Reflectivity at the early 107 cm®. Gradual darkening of the central portion of the irradi-
stage approaches that of liquid silicon. ated area was observed for longer elapsed times due to emergence
of a plasma layefa few micrometers thigk{25]in the proximity

of the sample surface. Earlier stud] explains the observation of
@._bright region at the center of the irradiated spot at a longer
corded in the early stage of the heating proc¢ss2—3 ps) indi- elapsed timdi.e., 500 ps)hy assuming enhanced transmission of
cates presence of dense electron-hole plasma and the evolutiof'§fProbe laser beam toward the surface. They asserted that par-
a nonthermal liquid layei11]. The absolute reflectivity data at thel/CleS are first ejected in the form of nanometer-sized liquid drop-
center of the irradiated spot displayed in Fig. 4 show that thi§tS and are then atomized over the hot central region that remains
mechanism is active up to 2 or 3 ps. Considering that the pelikMolten phase. The images displayed in Fig. 7 at fluerices
reflectivity for the fluence ofF =0.4 J/crd stays substantially =12 Jler show that the central region &t 500 ps is dark, due
lower than theR=0.72 reflectivity of bulk molten silicon at the © Strong attenuation of the probe laser beam by the high-density
400 nm probe laser wavelength, no distinct signature of a liquff’d ©Pacity plasma formed above the surface. The peripheral dark
phase is detected. However, at higher fluences, the reflectiij)d corresponds to a rarefaction wave front pointing toward the
increase within a couple of picoseconds, before the lattices stratg 25].

thermally relaxed|attice-lattice relaxation time 10 ps), implies

the emergence of a transient, ultrafast liquid layer triggered by the

destabilization of the crystal lattidé] by a dense electron-hole
plasma in ultrafast time scale.
The low reflectivity predicted by assuming electron-hole
plasma layer beyond 500 fs does not allow a plausible explanation y X
of the high reflection observed in the experiment. Figure 5 gives i - -

the reflectivity for a liquid layer of varying thickness having the
-
5ps 10 ps

complex refractive index of liquid silicon. Comparison with the
50 pm

variety of physical phenomena. The enhanced reflectivity r

reflectivity corresponding to different plasma densities confirms
that the highly reflective phase observed in the early stage of
ablation process is caused by the generation of the nonthermal
liquid layer. For a 10 nm liquid layer, the reflectivity approaches
0.7 and is in agreement with the experimental results shown in
Fig. 4. At higher fluences, the predicted surface electron density
surpasses £&cm 3, driving the reflectivity past 0.75. Due to the
transition to an ultrafast liquid phase, the surface reflectivity mea-
surement does not yield such high values.

Based on the time-resolved images, it can be stated that matgr 6 Comparison of time-resolved image sequence (a) 2.9
rial ablation starts at around 10 ps. Early part of ablationand (b) 4.6 Jlcm?. The bright spot at the center of the irradiated
(~10 ps) can be explained by ejected electrons by electron emisne persists longer at higher laser fluence.
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Ihtesham H. ChOWthI‘V In this work, Mplecular Dynamjcs (MD) simu!ation is employed to investigate femtqsec-

ond laser ablation of copper, with an emphasis on the understanding of the mechanism of
phase change during laser ablation. Laser induced heat transfer, melting, surface evapo-
ration, and material ablation are studied. Theoretically, it has been suggested that under
intense femtosecond laser irradiation, the material undergoes a volumetric phase change
process; its maximum temperature can be close to or even above the thermodynamic
critical point. The MD simulations allow us to determine the transient temperature history
of the irradiated material and to reveal the exact phase change process, which explains
the mechanisms of femtosecond laser ablation. A finite difference calculation is also
performed, which is used to compare results of heating and melting prior to a significant
amount of material being ablated[DOI: 10.1115/1.1797011

School of Mechanical Engineering,
Purdue University

Introduction a size of two million atom$9,10]. Generation and propagation of

In recent vears. commercial. turn-kev femtosecond pulsed Ith_e thermal stress, and the coupling between the temperature field
y ’ ' y P d the stress field were discussed in detail.

Sers _have been rapidly developed and employed in materials PO this work, MD simulations are conducted to study femtosec-
cessing. Due_to the extrc_eme_ly short Iaser_ pulse d‘!r?‘“o“’ heat (Bﬁd laser ablation of copper. Over two million atoms are simu-
fusion is confined, resulting in more precise machining compar

) - X ed using parallel computing techniques. Laser induced heat
with those obtained with longer laser pulses. On the other hanflster melting, surface evaporation, ablatioe., rapid removal
femtosecond laser material interaction involves coupled, no £

. S . : -af a significant amount of material, also referred to as a volumet-
Imea_r, and non-equmbrlum_ processes, mducmg_ extremely hig| phase change process in this woeke studied. In addition,
heating rate (1¥K/s) and high temperature gradient {18/m) finjte difference(FD) calculations are carried out and results of
near the laser irradiated surface. The purpose of this work is t0 Ygger induced heating and melting are compared with those from
numerical techniques to investigate the rapid phase change pifp calculations. The emphasis of this work is to investigate the
cess during femtosecond laser ablation. Both finite differenggechanisms of laser ablation. Parameters relevant to laser abla-
(FD) and molecular dynamicvD) calculations are carried out. tion, such as the transient temperature history and superheating of

A large amount of work has been dedicated to the numericile melted material are presented.
study of laser material interactions. Several finite difference
schemes have been reported in the literature. These works imple-
ment the two-temperature model first proposed by Anisimov et al.
[1], which was later rigorously developed from the Boltzmanfrheoretical Description of the Mechanisms of Femtosec-
transport equatiof2]. The two-temperature model considers elec- .

. - ond Laser Ablation

trons and the lattice as two sub-systems. The laser energy is first
absorbed by electrons and subsequently coupled to the lattice oveFhere are two processes of laser induced material removal: sur-
a time period of several picoseconds. Recently, this model h@se evaporation and volumetric liquid-vapor phase transforma-
been extended to compute solid-liquid and liquid-vapor phagen [11]. Surface evaporation occurs at any melted surface. Dur-
change induced by a femtosecond laser p[8deFor MD calcu- ing pulse laser heating, however, surface evaporation normally
lations, due to the limitation of computing power, most work hagccounts for a small fraction of the total material that is removed,
been restricted to systems with a small number of atoms. Fgipce the high temperature state only lasts for a short period of
example, MD calculations of laser ablation of a dielectric systefine. Under high power, short pulse laser irradiation, another ma-
consisting of 4851 atomp4] and crystalline silicon containing terial removal meche_mism, the vo!umetric phase transformation
approximately 23,000 atonj5] have been reported. A metal systermed phase explosion becomes imporfa@{13]. Phase explo-
tem consisting of 160,000 atoms was simulaféd using the Sion can be illustrated using the p-v diagram as shown in Fig.
Morse potential functiofi7]. Heat conduction by the electron gast(@). With rapid heating by a laser pulse, it is possible to raise the
in metal, which dominated the heat transfer process, could not {§&perature above the boiling point “A”. This is because the
predicted by the Morse potential function. Rather, it was simdumber of nucleation sites generated within the short heating du-
lated using the finite difference method based on the thermal cd@tion is small. On the other hand, there is a boundary of thermo-
ductivity of electrons in metal. A larger argon crystal of about haflynamic phase stability, the spinode, which is marked as point
a million atoms irradiated by a laser pulse was investigé8id “B”in Fig. 1(a). The spinodal temperature can be calculated from

Recently, Wang and Xu studied thermal and thermomechani¢gf derivatives of the Gibbs’ thermodynamic potential using ap-
g@priate equation of state near the critical point. At the spinode,

phenomena during picosecond laser ablation of an argon crystaP ! ! ;
homogeneougvolumetric) nucleation, or phase explosion occurs.
Contributed by the Heat Transfer Division for publication in tf@BNAL OF The liquid is turned into a mixture of liquid and vapor through an

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 4E€XPlosion(expansionprocess as shown in Fig(d) from state B
2003; revision received June 3, 2004. Associate Editor: C. P. Grigoropoulos. ~ t0 state C. Therefore, phase explosion is accompanied with melt
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‘ the thermodynamic critical temperature “B”, followed by an ex-

12 pansion(relaxation)process during which the nucleation embryos
continue to grow. When a sufficient number of nucleation sites are
generated in this expansion process, a violent phase change pro-
cess takes placéstate “C” to “D”). The exact point when this
phase change occuise., above or below the critical poinis not
known, but is probably dependent on the peak temperature ob-
tained during the process. In the past, such a phenomenon was
only discussed in a theoretical context due to lack of means to
achieve the required heating rdtB8]. However, with femtosec-
ond laser heating, it was suggested that the critical point phase
separation could be responsible for ablatj@8].

We have conducted many experimental and numerical re-
searches on the phase change process during nanosecond laser
Specific volume, v ablation[11,13,17]. This work continues our efforts on the inves-
tigations of pulsed laser ablation, with the emphasis on the abla-
tion induced by a femtosecond pulse. From the above discussion,
information such as the transient temperature during the laser ab-

=
o

o
()

Reduced pressure p/pc
- o
> o

o
N

(-]

=

i
-

lation process, the creation of the vapor phase inside the super-

ém | heated liquid, and the time required to form a two-phase mixture
c are needed to describe the phase change phenomena induced by a
g 08 femtosecond laser pulse. The MD calculations conducted in this
ﬁ work are intended to provide detailed descriptions of femtosecond
.g-‘m laser ablation.
J
_g 041 .
2 A Numerical Approach

02 Molecular Dynamics simulation is a computational method to

0 > investigate the behavior of materials by computing the molecular
(b) Specific volume, v or atomic motion governed by a given potential. For copper, a

suitable potential is the Morse potential expressefi7as

Fig. 1 (a) p-v diagram of phase explosion at spinode; and (b)
p-v diagram of critical point phase separation d(r)= D[efzb(r*m_ Ze*b(r*rg)] (1)

whereD is the total dissociation energy andis the equilibrium
distance. The constabtin this equation determines the shape of

.the potential curve. When—r ., the potentiab— —D. At very

expulsion. Experimental work has shown that phase explosi ; : . : :
occurs during nanosecond laser ablation of a nidth[13]. ?ﬁ??ofcipﬁgﬂ%réﬁ '552“:;?;;2' Ol;ts;?r?e(tjhgspotentlal function,

The physical phenomena occurring in femtosecond laser abla-
tion are much more complicated than those in nanosecond laser
ablation. Due to the extremely short heating duration, the time Id(r) —2b(r=r.) _ A—b(r—r1.)
required to transfer energy from the electron system to the lattice F(r)=—— —=2Dble e “] (2)
is longer than the laser pulse, leading to non-equilibrium between
electrons and the lattice. Intense femtosecond laser pulses calhe Morse potential has been proven to be a good approxima-
cause electron emission. Because the mobility of electrons in ¢tbn to the interactions between atoms in fcc metals, and is ca-
electrics and semiconductors is low, a localized high ion densipable of predicting many material properti€g]. It has been
results which can exceed the lattice stability limit and cause Cowidely used in simulating laser ablation procesig20-23]. Al-
lomb explosion—a type of nonthermal ablatidi®,15]. Nonther- though there are other potentials for copper used in literatures,
mal Coulomb explosion is much more significant in dielectricsuch as the embedded atom methi@d], we have chosen the
and semiconductors, while it plays a minor role in metal. Morse potential since it requires the least amount of computa-
Femtosecond laser also causes an explosive type of matetiahal time and also there is no evidence which potential provides
removal. An important factor that needs to be considered herebistter description for the laser ablation problem. MD simulations
the time for vapor embryos to grow to nuclei prior to the voluef picosecond laser ablation of metal using EAM yielded similar
metric phase change taking plaCEmbryos smaller than a critical volumetric phase change phenomena as the one obtained in this
size will collapse, while those larger than the critical radius, callesiork [25], although direct comparison is not possible because of
nuclei, will favor growing in order to reduce free eneig¥he the different laser parameters used in the two waidifferent
time for nucleation, or the time lag for phase explosion, has bepnlsewidth, fluence, etc.
estimated from the classical nucleation theory to be within 1 andThe general approach of MD is to obtain atomic positions, ve-
10 ns[16]. Experimental study showed that this time lag is abolncities, etc. at timé+ 6t based on positions, velocities, and other
5 ns during nanosecond laser ablation of a nickel tafg@f. dynamic information at time. The equations are solved on a
Since this time lag is longer than 1 ns, nucleation cannot occstep-by-step basis. Many different algorithms have been devel-
during laser heating if the laser pulse is shorter than 1 ns. With tbped to solve Eqs1) and (2), of which the Verlet algorithm is
use of a femtosecond laser, heating above the spinodal tempevadely used due to its numerical stability, convenience, and sim-
ture or even above the critical temperature becomes possiblepliity [26]. In this work, a modified Verlet algorithm is usg@l.
phase change process from the super-critical state to a two phase the calculation, most time is spent on calculating forces.
mixture is termed critical point phase separat{d8]. The p-v However, it is not necessary to calculate forces between all atoms
diagram of critical point phase separation is shown in Fi@).1 in a computational domain. When two atoms are far enough from
Under an extreme heating rate, a material reaches a state abeagh other, the force between them becomes very gs&sl Eq.
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(2)). The distance beyond which the interaction force is negligible
is called the cutoff distancgpotential cutoff). In this workr is

taken as 2.4r. At this distance ., the potential is about 0.9% of 10.9nm laser
the equilibrium potentiaD. —

Using the two-temperature model, the laser energy is consid-z 10.9nm —
ered absorbed by electrons in copper first, and is then transferrec

from electrons to the lattice. The governing equation for electrons
and the electron-lattice coupling can be obtained from two-
temperature model and is expressed 24|

218.6nm

Fig. 2 Schematic of the computational domain

ITe 0 JTe
o X ke | ~C(Te=TN+S ©))
x-direction, which is shown in Fig. 2. The total number of atoms is

; 160,000. The whole computational domain before laser heating

The strength of energy coupling between electrons and the Igt- y . h T
tice is represented b§. The last ternt represents absorption of IS 10.97 nmx10.97 nmx218.65 nm. This computational size is
energy by electrons from the laser. The laser source ®fis sufficient to track the propagation of the phase change interface in

expressed s e standard o o  aser pulse wih & Gaus{fy SrEion normal o e laser waceted cwiawe |
temporal distribution: , g

y-z cross-sectional area so that macroscopic properties such as
temperature can be determined from statistical analgdisPeri-
X t—tg)2 odic boundary conditions are usedyirand z-directions, and free
F{ 5 2-77( t_) ) (4)  boundary conditions in the-direction.
P The large number of atoms in the simulation necessitates the
_use of parallel computing platforms to accelerate computation. At
present time, a cluster of eight PCs is used, each with a 2.0

S—0.94 "}
= 0. tp_5 -ex

The use of Eq(3) for computing energy absorption and diffu
sion in the electron system is justified. This is because the time ﬁﬁ AMD Athl Th K th .
electrons to absorb photon energy and reach thermal equilibri Z. on processor. 1he work across e processors 1
(electron thermalization timas short, on the order of 500 f28]. partitioned by dividing the whole domain into eight sub-domains
This time scale is less than the time for energy to transfer frogg that the number of atoms for each processor is almost the same.

- : h processor computes forces and updates positions of all par-
electrons to the lattice~ps)and the time of the subsequent phas ach | ; . ;
change proceds-10 ps or longer), which is the main focus of this icles in the sub-domalr_l. MPICH, a Message Passing Interface is

ed, which performs inter-processor communication for atoms

study. In other words, the detailed process of how the electro ) - ) .
reach equilibrium, which occurs much earlier than the latticeoSe 0 inter-processor domain boundaries for both computing
structural change ' is not important for this work orces and reassigning atoms based on updated positions. Figure 3

The TDMA (Tri-Diagonal Matrix Algorithm) method is used to shows the schematic of the domain division and calculation pro-
solve Eq.(3). At each time step, the electron-lattice coupling ter ess. For simplicity, a four-node system is illustrated. Interfacial
G(T.—T)) is added to the lattice by scaling the velocities of all?Y$'> are designated in each sub-domain, where the information
atonﬁs in'a structural layer by a factql+ G(To—T,)SUE,, of the atom positions and velocities is identical in the neighboring

o o . X . . S i
whereE, ; is the total kinetic energy in the layer at the titn&@his sub doma”?s- During each time step, egch subdomaln s first g:al
is equivailent to increasing the lattice energy as culated by its processor, and atom position and velocity updating

and exchanging are carried out on the interfacial layers between

sub-domains. In other words, each processor only computes one

aT, sub-domain; the interfacial layer does not need to be calculated by

Cig =G(Te—T) (5)  both processors as the information is passed from one sub-domain
to the other as shown in Fig. 3. Therefore, no extra time is spent
n force calculations which are the most time consuming part of

e computation. This technique greatly reduces the storage space
)g_quirement, and more importantly, the information exchanging
ad between processors. Calculations show that the overall effi-
ency of the parallel program is excellent, about 90-92% on
ight processors. This implies that the overhead associated with

Heat conduction in the lattice is always considered in the M
simulation, although it is insignificant compared with the electro
conduction in a metal. The change of density due to thermal
pansion or phase change is considered by scaling the thermal
ductivity and specific heat of electrons in each cell by the ratio
the local density to the original density. Therefore, when expal . >
sion happens, the effective thermal conductivity and specific h q d mba_lance and communication Is _sma_II. .
decreases, which is consistent with the electron properties of met!" @ddition to the MD calculations, finite difference calculations
als [29]. The total energy of the two systems is monitored a e also carrl_ed out. As will be shown later, th_e FD calculr_:ltlon_
compared to the input laser energy at each time step. The pro ges not provide correct results about the material removal since it
dure of handling heating of the lattice in a MD calculation has
been described elsewhdi@].

A significant effect in femtosecond laser heating of metals is tt
ballistic motion of electron$30,31]. This effect effectively leads
to a greater absorption depth and hence lower surface tempg::
tures[3]. However, no experimental data is available on the ba
listic effect in copper, although it is expected to have some effe
in all s/p-band metalf31]. As the main emphasis in this work is
on identifying the material removal mechanisms rather than cor
parison with experimental data, inclusion of the ballistic effect i
not strictly necessary as it would simply lead to a modification ¢
the optical penetration depth and hence increase the threshold
ences for phase change.

The computational domain consists of 30 fface-centered Fig.3 Schematic of domain division and position and velocity
cubic) unit cells iny andz-directions, and 600 fcc unit cells in theexchange in parallel calculation

Node 1

Position and
Node 2 velocity

= exchanging
Node 3 § ?“ Interfacial
v . = layer

Sub-domain

Node 4
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Fig. 4 Comparison of electron  (left column) and lattice temperatures  (right column ) obtained from MD and FD calculations

does not account for the volumetric phase change described ptee present simulation, the model is simplified to consider only

viously. The purpose here is to compare with the MD results bene-dimensional heat conduction and the hyperbolic part is ne-
fore the volumetric phase change occurs. The FD calculationgkected to yield a simpler parabolic set of equations. These as-
based on the non-equilibrium hyperbolic two-step md@¢l For sumptions are justified as the laser spot size is large compared to

730 / Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the heat penetration depth and the laser pulse witifi® fs)is 500 T T T T
long compared to the electron relaxation tif&. The coupled |  --=------ ﬁD
. . ®
equations of the model are: 400k e MD |
JT J JT, = °
o = x| Ko | G(Te=T)+S 6  E |
p= 300 .
ALY IPNAL) Dt 6b & &
rraialend Wirwal ALY (6b) % 200 N
It is seen that absorption of laser energy by electrons is modeled = o
in the same way as in the MD calculation, while heat transfer in 100}® m
the lattice is modeled using the heat diffusion equati®aq. 6(b)).
The laser source teri8is identical to what is shown in Eq4). . } | | |
0

I

The initial electron and lattice temperatures are taken to be equal 0 20 40 60 80 100 120
to the room temperature and the top and bottom surfaces of the Time (ps)
target are assumed to be insulated.

At high fluences and short pulse widths considered in thiig.5 Comparison of the melt depth obtained from MD and FD
study, rapid solid-liquid phase changes are controlled by nuclealculations
ation dynamics rather than by heat transfer at the phase change
interface[32]. At the solid-liquid interface, the relation between
the superheating/undercooling at the interfac€=T,—T,,, and

- . e right to left. In the MD simulation, the temperature of the lattice at
the interface velocity/ is given by g ! P

different locations is calculated as an ensemble average of a do-
L AT main with a thickness of 2r4 in the x direction.
l-exp — (7 From Fig. 4, it is seen that the electron temperature on the
I(stITm H i
surface increases from room temperature to a very high \alue
where Ty, is the temperature of the solid-liquid interfadg, the the order of 18K) within half a picosecond. However, at that
equilibrium melting temperature, arid; the enthalpy of fusion time, the lattice temperature only increases tens of degrees. As
per atom.V, is a velocity factor. The energy balance equation aflectrons transfer energy to the lattice, the thermal expansion

Va(Ts)=Vg

the solid-liquid interface is causes the length of the domain to increase. Note this lattice ex-
T pansion is computed in the MD simulation only. It is observed
dl dl from the figures that the results from the two calculations are
Ks—| ~ Kiqy| ~Ps Vg Lg 8) 9 N . .
x| IX liq comparable until about 9 ps. After that time, the results diverge as

Procedures of solving Eq$5)—(7) have been described else-Ihe FD calculation does not account for thermal expansion and the
actual material removal caused by material breakup as observed in

where[3]. .
In general, material removal by evaporation during femtose 1e MD calculation. For example, at 18 ps, the length of the MD

. ! . culation domain becomes more than 20 nm longer than the
ond laser heating can be modeled using the ClaUSMS'Clapeygr%'gth of the FD calculation domain, which does not change with

equation to provide for superheating at the liquid-vapor interfac . A
the energy loss due to evaporation, and the amount of mate fgl]e' Further, at about 30 ps, the material starts breataspill

evaporated3,32]. However, it was noticed that evaporation coree S€en in Figs. 6 and),7which leads to a much longer total
dsomaln length. This type of volumetric phase change is not ac-

tributes very little to the actual material removal process. It wa ounted for in the FD calculation. The temperature distributions
seen that for femtosecond heating of gold, evaporation would ¢ rom the FD and MD calculations diverge further after this volu-

tribute only about 0.1 nm of materials remo\a&l]. The energy .

lost due to evaporation is also negligible compared with the em?;n?opt)Z?Stﬁecmaer:?ﬁoonctcugzition as a function of time shown in
ergy absorbed by the system. As such, in this calculation, t galso indicates that Ft)he two calculations yield similar results
evaporation process was neglected and the material was allo Sore liquid-vapor phase change begins Be¥ore 20 ps, the melt
to stay liquid past the equilibrium evaporation temperature. pth calculated from MD is slightly larger than that from MD,

For both calculations, the laser beam is considered uniformW ich is caused by the thermal expansion as seen from the MD
space, with a temporal Gaussian distributi&y. (4)) of 100 fs results in Fig. 4 and Fig. 6. After about 30 ps, the melt front

FWHM centered at 1 ps. The laser beam energy is absorbed Soéitions calculated from the two methods start to differ signifi-

ponentially in the target, with an absorption depliof 12.6 nm. cantly. This is because that the volumetric phase change is not
gtrg“r\]/r?f?-rzmetfri 35?\3/?/#:K thgzjaécf'lagl'?\?@mi %_2(':1 considered in the FD calculation. In Fig. 5, the melt depth from

Pove ' ) ' I the MD calculation is evaluated as the distance between the solid/
=383.817J/kg-K, #=0.01Xke, Lg=2.07x10°Jkg, Tp liquid interface and the liquid surface, which includes gas bubbles
=1358.0K,  ps=8.96X10°kg/nv’, D=0.3429eV, b  formed inside the liquidsee Figs. 6 and 7nd therefore results in
=13.588nm*, andr,=0.2866 nm. The laser fluen¢absorbed) a much longer melt depth. The comparisons of the surface tem-
is 0.4 J/c. Properties used here are considered temperatupgsrature and the melt depth indicate that the two methods provide
independent, since temperature dependent properties near dfigilar results for heating and solid-liquid phase change prior to
critical point are not available. However, the uncertainties in th@e beginning of the volumetric phase change.

properties will not affect this study since the focus is on the The atomic number density at different times computed from
mechanisms of laser ablation, rather than obtaining the absolgie@ MD simulation is shown in Fig. 6. For solid, the value of
thermodynamic parameters at the laser fluence used in fhember density at the location of a lattice layer is much higher
calculation. than the average value, and the value at the location between
lattice layers is almost zero. For liquid, the atomic number density
. . is uniform due to the lack of periodic structures. For the gas state,
Results and Discussion the number density is very low compared with the liquid. There-
Figure 4 shows electron and lattice temperature distributionsfiore, the atomic density shows clearly the state of matter at dif-
the target computed using the MD and FD methods. The surfacdégent locations in the computational domain. Figure 6 indicates
at the right edge, and laser pulse is incident on the surface frdhat the lattice structure is intact within the first 1 ps or so, which
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Fig. 6 Atomic number density at different time steps

is reflected by the oscillation of the atomic number density ovetearly in Fig. 7. At later times of 72 ps and 108 ps, more bubbles
the entire calculation domain. Melting has occurred at 2.4 ps bate generated and the sizes of the bubbles grow larger.

most of the target still has the lattice structure. On the surface, theFigure 7 presents several snapshots of two-dimensiana)) (
number density drops from a uniform value to almost zero, showrojections of atomic positions. Because of the large number of
ing evaporation occurs at the surface. At 9 ps, the melt propagastsms, the lattice structure, if it exists, cannot be seen clearly in
further into the target, and more atoms are evaporated. Fluctuatkig. 7. Rather, this figure provides another way to show the phase
of the number density is seen near the surface at 36 ps, indicataignge process inside the melted layer. Bubbles are seen at 36 ps.
bubbles are forming inside the liquid. This will be shown mor@s time progresses, more bubbles grow from inside the domain.
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At 108 ps, the liquid layer is broken into a number of pieces and ) )

has essentially ablated. It is found that the velocity of the ablated Fig. 9 Surface temperature history
part near the surface is about 1960 m/s, while the inside (part

the location of 200 nmis about 900 m/s.

observe the exact time when the bubble growth begins, atonfie KrF excimer laser ablation of copper, and found that the thresh-

positions are re-plotted over 1/10th of the thickness in tHdld for volumetric phase change is about 410 mJ/¢total flu-
y-direction (about 1 nmat every time step. Bubbles can be seefnce), while the threshold for melting is about 160 mjzcme
as early as 18 ps, which is shown in Fig. 8. These bubbles are abfation threshold reported in literatuf®6] is 170 mJ/crA It is

observed in the 18 ps plot in Fig. 7 since they are obstructed gifficult to assess whether the reported threshold value was actu-
the atoms in front of and behind them along heirection. ally the melting or surface damage threshold, or there was a dis-
A comparison between Fig. 4 and Fig. 6 provides more infoff€pancy between calculation and experiments. Various factors
mation on the relation between phase change and temperaf¢@8 contribute to the discrepancy between calculations and experi-
distribution. In Fig. 4, the MD calculations show that there arBents, including inaccurate potentials and properties used in the
two lattice temperature plateaus at 9 ps. One is at about 140 fculation, and oxidation of the surface in a normal experimental
from the surfacé86 nm measured from the bottom, or JefEig- condition which leads to a much different absorptivity compared

ure 6 shows that at that time step, the solid-liquid interface With that used in the calculation.
located at 86 nm. The other is at 185 nm, which is the evaporatin .
surface as shown in Fig. 6. It is also seen that the lattice tempefa@nclusions

tures at these two locations are about 3200 K and 8200 K, respecin summary, femtosecond laser material interaction is studied
tively. For comparison, the equilibrium melting and boiling pointsising numerical simulations. It is found that before the strong,

of copper are 1358 K and 2835 [I83]. (The melting temperature volumetric material removal process takes place, heat transfer and
of copper computed from the Morse potential is 209034].) the solid liquid phase change predicted using the FD approach

Therefore, strong superheating at these interfaces is obsergggees with the result of the MD simulation. At the solid-liquid

from the MD calculation. . ~and liquid-vapor interfaces, strong superheating is observed. The
To better illustrate the temperature history and to explain th@D simulation predicts a volumetric type of phase change under
ablation process, the transient lattice temperature at the surfacenis evaporating surface, which accounts for material removal dur-

plotted in Fig. 9. It is seen that within a few picosecond, thing laser machining that is not computed by the FD method.
surface temperature increases rapidly to its peak value of about
1.5x10* K. This temperature is above the critical temperature oA
cknowledgments
copper, 7625 K35]. After that, the temperature decreases due to 9

the expansion of the high temperature material as shown in FigsSupport to this work by the National Science Foundation and
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metric phase change process occurs above the critical point, Byéer Science, Purdue University for his help on parallel MD.
critical point phase separation process described previously could
have occurred. However, this may not be conclusive since thwomenclature
critical temp_erature used f_or compariso_n_ is not obtained from the |y — onstant in Morse potential
MD calculation. Computations of the critical temperature are cur- ¢_ — gpecific heat of electron
rently underway. _ _ _ _ C, = specific heat of lattice
Comparing calculation results with experimental data is gener- p — total dissociation energy in Morse potential
ally difficult because of the different criteria used in experiments

F = force between two atoms

to judge ablation. This is mainly due to the difficulty in distin- G — gjectron-lattice coupling factor

guishing material removal from surface modification caused by j — |aser fluence
k, = Boltzmann constant

ke = thermal conductivity of electron
k, = thermal conductivity of lattice
kiqg = thermal conductivity of liquid

ks = thermal conductivity of solid

%0 10 200 210 220 230 240 250 Ls = enthalpy of fusion per atom
% (nm) r = distance between two atoms
R = reflectivity
Fig. 8 Atomic position at 18 ps, showing a layer in the r. = cutoff distance
y-direction from y=4 nm to 5 nm r, = the equilibrium distance between two atoms
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Kamal M. Katika This paper presents a new numerical scheme for simulating multidimensional transient
and steady-state microscale energy transport. The new method is based on the method of
Mechanical and Aerospace Engineering characteristics that follows heat carriers along their pathline. Unlike traditional methods,
Department, Henri Samueli School of it uses a fixed computational grid and follows the heat carriers backward in time. The
Engineering and Applied Science, method 1) is accurate, 2) is unconditionally stable, 3) can deal with complex geometries
University of California, Los Angeles without a large increase in computational cost, and 4) can be used for solving coupled
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simulations for transient and steady-state phonon transport in dielectric thin films are
discussed. Numerical results are compared with analytical and reported numerical solu-
tions and good agreement is obtainefDOIl: 10.1115/1.1795233
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1 Introduction while the third term corresponds to the change of momentum

During the last decade, heat transfer at microscale has been%ﬁ#seg]gﬁeerﬁeé?a} aftl)elds Jﬁl?gg]griéﬁtfnzn%agilgf oa}cltz:zlle)r?éls_n. Fi-
. . . : ’ p sca
object of intense studidd, 2]. The research effort has been drlVer?esents the restoration of thermodynamic equilibrium due to scat-

by important applications in microelectronics, thin films, nanoma- . : .
. . ’ . ng by electrons, holes, defects in the lattice, and phofibhs
terials, and short-pulse laser heating. The conventional approi%%i?fergm formulations of the BTE have been devel%pe%l]i; re-

to heat condu_ct|'0n problems U?Ing macroscopic empl_rlcal lav nt years to solve engineering problems. The first alternative for-
such as Fourier’s law or Joule’s law of heat generation bre

h lation to the BTE for phonon transport has been developed by
down when the length scale of the system is comparable to Sjumdar[3], who recognized that the flux of energy per unit

energy carrier mean free path or when the time scale of the ph)f.l-e per unit area, per unit solid angle in the directiorand per
cal process is smaller than the relaxation time of the heat carri rlt frequency interval arouna can be written as

[2,3]. Then, transport of heat carriers must be treated in greate

details. 3
Heat is transported by carriers comprising of electrons, > = _ i > 2
phonons, and photons. Heat conduction is dominated by phonons (1S 0,0) 477; havpfp(r,s 0, Dp(w) 2

in dielectric materials, predominantly by electrons in pure metals,
and by both phonons and electrons in impure metals or allblys wheres is the unit vector in the direction of carrier propagation,
In all cases, transport of the heat carriers is governed by the is the heat carrier energy, whilg andD,(w) are the speed of
Boltzmann transport equatigBTE). The density function of heat sound and the phonon density of states per unit volume for each
carriers can be described in a state space consisting not only of padarization, respectively. The summation is over the three pho-
physical space but also of an abstract wavevector space. In tfum polarization statel3,4]. The resulting form of the BTE has
physical space, the state vector coordinates consist of the spatieén named the equation of phonon radiative trar&®eRT) [3].
coordinates[e.g., ,y,z) in Cartesian coordinatés In the Another common approach used for electron transport consists
wavevector space, the system is characterized by its waveveaibsolving for one or several moments of the distribution function
k. Considering electron and phonon transport, the state v&tot6,7]. A partial differential equation for each moment can be de-
can be expressed &s-[rk,t]. Letf, be the distribution function "ved from the BTE to assure conservation of charge, momentum,
of the energy carriers in the polarization stateThe distribution 2nd energy resulting in the so-called hydrodynamic equations.
function f,(r k t) is assumed to be sufficiently smooth to allo fhey are the governing equations for the electron dersity
duifferentiaptioﬁ \lNi'[h respect to any of its variagles as man tim"\{ﬂomentumpe, and energyE, and can be derived by integrating
as necessargs). Then Qhe BTE c{{;\n be expressed 8 Y UM&Re BTE over all frequencies after multiplying it by 1R
' ' P =mive, and Eg= pﬁ/Zm’é , respectively. Hydrodynamic equa-

tions are often solved instead of the BTE. The moment method
(1) has the advantage of reducing computational times, a valuable
sca feature in control and optimizatidi®]. However, the discrete for-

- - . . mulation has major drawbacks that have been discussed exten-
where» andk are the group velocity vectduelocity of energy sively by Kumar zJind Ramkrishr{@,9]. In brief, the discrete for-

propagation)and wavevector of the heat carriers, respecti\/e|¥r'1ulation lacks ofinternal consistencgyi.e., some of the moments

The operatord, andV are the gradient operators in the physical . ; ; . .
and wavevector space, respectively. The second term on the Igltt-the particle density functiori,, (or of the spectral intensiy

. ; ...~ _cannot be predicted accurately. The calculation is designed for
hand side of Eq(1) represents the advection of the OIIStrIbUtlonc:ertain arbitrarily selected moments of the particle density func-

tion rather than for an estimate of the particle density function

*Corresponding author. . . .
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF accurate enoth for eStlmatla@ moments of the populatlo[rs].
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N o of death. The advantages of the Monte Carlo method are its ability
Qe(r,t)= J evfo(r,e,t)D(€)de (3) to handle complex problems in terms of geometry and spatial and
directional dependency without significantly increasing the com-
More recently, Cher{10] derived the ballistic-diffusion heat puting effort or the complexity of the formulatiofl7]. Major
conduction equations by dividing the phonon distribution functiodrawbacks include: )1the higher computational cost than tradi-
into the carriers originating from the boundaries and the carrietisnal methods for relatively simple problems, t2e difficulty to
originating from the medium. Governing equations and boundagpuple the method to other methods such as finite difference, 3
conditions for each componefiallistic or diffusg of the distri- the statistical error intrinsic to any statistical methods, anthé
bution have been derived from the BTE. inefficiency to deal with problems considering the radiative inten-
Even though the formulation of the thermal transport at microsity onto a small surface and/or a small range of solid angles.
cale has long been established, experiments of heat transfer atModest[21] addressed the last issue by using backward Monte
subcontinuum scale poses great challenges, and numerical si@grlo simulations.
lations have become critical to the fundamental understanding ofThe present study aims at presenting a new numerical scheme
the phenomena and to the engineering design of submicron el&g- solving thermal transport at submicron scales. We recognize
tronic deviceg11]. As recognized by different authof$,3], the that the BTE and subsequent equations fall in the framework of
major difficulty lies in solving the BTE or the subsequent equgsopulation balance theory, whose mathematical formalism has
tions. been recently reviewed by Ramkrishitd. The modified method
Due to the analogy between the radiative transfer equatiof characteristics developed by Pilon and Viskaj#a] for solv-
(RTE) and the Boltzmann transport equatif8l, the traditional ing multiphase particulate flows has been adapted to solve muilti-
numerical methods employed for solving the radiative transfeimensional transient and steady-state microscale heat conduction
equation have been used to solve the ERRI1-13]. For ex- problems. First, the numerical method is described. Then, test
ample, Joshi and Majumdat 2] used the Schuster-Schwarzchildproblems are solved and the numerical solutions obtained are
two-flux approximation to solve the transient and steady-state heampared with analytical or numerical solutions already reported.
conduction across a diamond thin film. In the case of steady-state
heat conduction along a dielectric thin film with specular phonon
reflection at the boundary, Klitsner et 4ll4] solved the BTE . .
using the Monte Carlo simulations while Majumda&i solved the 2 Governing Equations
EPRT using the discrete ordinate method of Kumar efld]. In The BTE applies to both electron and phonon transport. How-
both cases, the dielectric thin film was assumed to be a grayer, the present study is limited to phonon transport in dielectric
medium. Traditional discrete ordinate methods have also beeaterials. In order to compare the present numerical method with
used by other researché¢fs3]. More recently, Murthy and Mathur existing ones, the study focuses on the EHRT This section
[11] proposed the use of unstructured solution-adaptive finite vakviews the assumptions traditionally made to make the problem
ume methods. Each one of these methods has some advantagathematically tractable. Then, the governing equation and the
and drawbacks. associated boundary conditions are derived.
Finite difference or finite volume methods are widely used in

engineering to solve partial differential equations. Numerical so-
lutions of relatively simple problems are readily and efﬂcnent ynade for solving the EPRT for phonon transport at microscale in

found by using these techniques, particularly for steady stat@ gineering applications dealing with dielectric materials such as
However, major drawbacks include false scattering due to in- dgamond and silicon dioxidg3,6,7,10]:

adequate spatial discretization of the transient BTE, which leadsl. Phonons are considered to be the only heat carriers.

to smearing of the wavefrofil6], 2 the numerical instability that 2. Phonon transport is assumed to satisfy the Boltzmann trans-
may force one to reduce the time step or the finite volume dimen-  port equation. Regimes of heat conduction and conditions
sions, 3)the formulation and the computing requirements increase  for validity of the BTE have been discussed by Tien and
greatly for problems of complex geometry and anisotropic behav- Chen[1].

ior of the medium[17], and 4)the ray effect due to angular dis- 3. The Debye model is assumed to be valid, thtis

cretization can cause “Iarge_ errors in the predic_tion_ of the equiva-, The phonon group velocnyp is con5|dered to be constant
Ient. temperature unless_ fln.e angular" dlscretlzatllons are used, (independent of frequency and timsith vpi v s wherew,
particularly at low acoustic thicknesses,” as recognized by Murthy is the speed of sound in the materials for polarlzalmorm

and Mathur{18]. The authors combined a ray-tracing technique g ections, The dispersion relation is given lay,= v,k and
with the finite volume method to improve predictions of the . . - .
method[18]. the group velocity, b_elng constant, leads tddt=0. Physi-

The discrete ordinate methgBOM) is another popular method cally, phonons domllnatlng the heat transport travel at the
for solving the RTE or the BTE for neutrons and phonfdd.7]. speed of sound which does not vary significantly over the
The equation is solved for an arbitrary set of discrete directions. _(lj_?]mlnﬁtlng rang((aj of fr?(?uency for heat trtaBS{féi]’. than th
The integrations over the solid angle are approximated by numeri-" 5 %p fonon mo esdof_ re(;quer;{cy cannot be larger than the
cal quadrature. In multidimensional problems, spatial partial de- ebye frequencyop defined ag4],

2.1 Assumptions. The following assumptions are usually

rivatives can be computed using finite volume methods. Then, the :kseo @)
DOM has the same advantages and drawbacks as finite volume “p=g
methods. Specific drawbacks of the DOM includethe “ray where 6y is the Debye temperature. Physically, it corre-

effect” that may be significant at low optical thickness and for  sponds to the fact that phonons cannot assume wavelengths
transient simulations, as discussed in details by Murthy and smaller than twice the atomic spacifig.

Mathur [18], 2 the difficulty to deal with specularly reflecting . The number of energy levels per unit of energy range for each
boundaries since the reflected or transmitted beams might not co- polarization, the so-called density of states, is assumed to be
incide with the discrete ordinates) e arbitrary choice of the continuous, denote®,(w), and given by4]

guadrature that may result in significantly different numerical re-

sults[19], 4 the method does not assure conservation of radiative w2 )
energy[20], and 5)false scattering. Dy(w)= 32,3 with  Oswswp (%)
Finally, solving transport equations by the Monte Carlo tech- Vp

nique consists of tracing the history of a statistically meaningful 4. The polarization effects are negligible and all polarizations
random sample of particles from their point of birth to their point are treated identically.
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5. The single mode relaxation time approximation is used to ly=0T%m (11)
express the scattering term of the BTE, i[8,4],

1 Specularly Reflecting BoundariesA specularly reflecting
0 Shdu—1, boundary with an outward normal vectar corresponds to an
((7'_‘0) _o o_ 2 (6) adiabatic interface at whicH.1]
ot . S
e WO 7H) |olo S0 = 1ol &0 12)

where ¢ is the polar angleu is the director cosine, i.e.,  _ o L i )
u=cos6, andl® is the equilibrium phonon blackbody radia-With S;=s—2(s-n)n andr, is the spatial coordinates of the
tion intensity. The phonon scattering rate-llis assumed to boundary. Specularly reflecting boundaries represent an ideal be-
be the sum of the scattering rates associated geattering havior achieved by acoustically smooth surfaces, i.e., the surface
on lattice imperfections ¥ and 2)three phonon inelastic "0ughness is much smaller than the phonon wavelength.
Umklapp scattering ¥{, . Even though the norméN) three
phonon inelastic scattering processes indirectly influence en-
ergy transfer, they are negllected .here for. the sake of S|mplr§- Modified Method of Characteristics
ity, and to permit comparison with previous stud[@11] o ) )
and validation of the method. Note that this assumption does The method of characteristics consists of transforming the par-
not reduce the generality of the method since N prooess@ differential BTE into an ordinary differential equation solved
can also be accounted for by using the relaxation time aplong the pathline of the heat carriers. The conventional imple-
proximation[3]. mentation(or direct marching methgdof the method of charac-

6. The medium and the scattering processes are assumed tdepistics is based on the Lagrangian formulation: the heat carriers
isotropiC, thus the relaxation time depends 0n|y on frere identified and located at initial tln‘E:to and followed at
quency] (r, E): ()] [10]. subsequent time as they are transported. In 3D thermal transport,

7. The contribution of the optical phonons to heat transfer Eowever, the deformation that the initial mesh undergoes as time
' neglected due to their small velocity] progresses leads to deterioration of the numerical sol(ifidih

8. The phase of the lattice waves is not considered, thus ne-The ”.‘Od'f'?d methoq of charactensn(:gr inverse marching
glecting interferences. method)is an interpretation of the Lagrangian approach_ that over-
9. Thermal expansion is neglectgt]. comes the difficulties related to mesh deformafia]. Unlike the
) ] ) direct marching method, the inverse marching method uses a fixed
Following the above assumptions, the equation of phonons radigid of arbitrary shape. In the remaining of the present study, we
tive transfer(EPRT)can be derived from Eq¢l), (2), and(6) as  consider a Cartesian coordinate system for illustration purposes.

(3] However, the approach can be generalized to any system of coor-
1 (1 dinates. By definition, the total time derivative of,
_J’ I, du—1, =1,(x,y,z,t) with respect to time in the direction(6,¢) can be
Mo . 2 ) @ written as
T v [ —
at § 7s(®) di, o, dxal, dydl, dzdl, "
At temperatures much lower than the Debye temperature, the dt ot Tdtox dt oy dt oz (13)

recovery of the temperature from the intendify(r,»,t) can be

performed by defining an equivalent equilibrium temperaturYave further define the characteristic curves in the physical space as

from the following equatior}3,11]: dx )
o[T(FOT 1 foo(2n(7 T sin 6 cos¢ (14)
—_— l,(r,t)sin#dédddw
m 47 Jo Jo Jo dy ) )
—=vsindsing (15)
1 (o (1 . dt
=3 . 71|w(r,t)d,udw (8) dz
P cosf (16)
whereo is the Stefan-Boltzman constant for phonons, given by
4 Then, along the characteristic curves in they(z,t) space, the
T E ©) BTE can be written as
774043, .
Note that Eq.(8) can be used, at any temperature, for gray me- DI 2 J,llwd’“_l‘“
dium calculations which neglect the spectral dependence of the —_—— 17)
; 5 Dt 7(w)
intensity[11]. s

where DI, /Dt denotes the substantial derivative Igf, i.e., the

total time derivative along the pathline of the energy carriers.
Figure 1 shows a 3D computational cell in Cartesian coordi-
Thermalizing Boundaries. At a thermalizing boundary, the nates. The modified method of characteristics consists of deter-

temperature is prescribed. The interface absorbs all incidenining the coordinatesx(,y,,z,) of the point in space from

phonons[23] and emits blackbody phonon radiation assumed tghere the particles located at the grid poirf, {yy,z;) at timet

be at equilibrium at the prescribed temperatdie Thus, the + At originated from at time while traveling in the direction of

boundary conditions at the thermalizing boundaries yields the iseelar angled, and azimuthal angle, . In other words, for each

2.2 Boundary Conditions. We limit our study to thermaliz-
ing boundaries and specularly reflecting boundaries.

tropic spectral radiation intensity according to point of a specified grid, the pathline is projected rearward along
the characteristic curve to the initial data surface to determine the
B 3ho® initial data point. For example, in Fig. 1 the point,(yy,zc) IS
Ibvw_8’n_3yz[ehw/kBT71] (10)  the point & 1,Yj+1,21). The solid line represents the section

of the characteristic curve along which the particle traveled from
For a gray medium, the thermalizing boundary condition for thiecation ,,y,,z,) to location &, ,yy,z.) during the time inter-
total intensity becomes val betweert andt+ At.
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(Xi,Yi+15Zks1) t+ At curve, i.e., the pointx,,y,,z,) is always in a computational cell

g (Xaymzo) =  adjacenttoX,,yy,zc). Therefore, the time stefit for the entire
E pathline (XiYje15Zks1) calculation is determined by the equation,
(XiYjpZis1) : o (Xie1-YirZs1) Atzmin{ Xi+1_xi‘, yj+1V_Yj‘l Zk+1_zk] (18)
! g _ :
Et ¢ For a given frequencw,,, a polar angled,, an azimuthal angle
P S R {(XnoYnoZn) ¢, and for all internal grid pointsx, ,Y, ,z) where phonons are
o located at time+ At, the phonon’s positionx;, ,y,,,z,) at timet
N USRS YA SRR R (Xin,Yjei,z) IS calculated as
z b b )
|/ A b Xn=Xa— v Sin 6, CoSg, At (19)
- L —yy— v sing, singA 2
X (XpYpzi) (Xir1:¥j5Z1) Yn=Yp= vSindy sin At (20)
Z,=2Z.— v COSH, At (21)

Fig. 1 Typical computational cell used for inverse marching

method containing the pathline of the phonons The values of the variablésandl , at point x,,Y,,z,) and time
t are obtained by Lagrangian interpolation using their values at
time t at the eight corners of the computational cell in which

The general block diagram of the numerical procedure for sol{Xn.¥n.Zn) is located. Then, the ordinary differential Eq.7) is
ing the EPRT using the modified method of characteristics §/ved forward in time by the fourth-order Runge-Kutta method at
shown in Fig. 2. First, temperature and spectral radiation intens|gfation &a.Yyp.z) and timet+At at all interior points and out-
are set to their initial values across the computational domain. ffgw boundaries. The integrals appearing in E@.and(17) are
avoid numerical instabilities, it is necessary to insure that tiRstimated by the 3/8 Simpson numerical integration mefl26d.
phonons do not leave the computational cell between the tim&inally, the boundary conditions are imposed in directions point-
andt+ At. In other words, each computational cell traveled by th&d toward the medium. The calculations are repeated for all the

phonons should contain at least one point on the characterigfigcretized values of frequenay,, polar angled,, and azi-
muthal angleg, . The temperature at all grid points is recovered

from Eq. (8) before the temperature and intensity fields are com-

puted at the next time step.

Initialize t=0, T=T, and 1,(8,$)=I, ,(T,) | The advantages and drawbacks of the modified method of char-
7 acteristics over other methods are the following:

Compute the time step At

i

* Unlike finite-difference methods, in which the information
propagates along coordinate lines, the method of characteris-

t=t+At tics propagates the information along the heat carriers’ path-
] lines and thus matches the physics of the energy transport,

_.l For a new value of @, | resulting in extremely accurate numerical results.

1 « It does not require any outflow boundary conditi¢@6]. For
Fenasiew walieotl this reason, the modified method of characteristics is recom-
7 mended for hyperbolic equations such as the BTE, whose
solution has a distinct domain of dependence and range of
For a new value of 6, influence[25].

¥ » The method can be used for solving coupled equations such
Compute the phonon group velocity vector as the BTE for electrons, the radiative transfer equation for
3 photons, and/or the Maxwell's equations. Other numerical
Compute the coordinates (X,,y,,,Z,) schemes such as finite-difference or finite element methods
- can also be used in combination with the present method.
3 =] . .
=2 + It can be used for both transient and steady-state calculations
iz with great accuracy and without problems of numerical insta-
P : X = bility.
;<< % « Unlike finite-volume methods, there is no practical restriction
T 3 . :
Solve the characteristic equations to obtain the I, [ < & on the aspect ratio of computational c4ly]. Here, on the

contrary, the cell size is solely determined based on accuracy
requirements, and any arbitrary set of points can be used as
¥ the computational grid.

| Impose boundary conditions | « It may be more time consuming than other methods due to

interpolations and numerical integrations. However, the com-

putational time does not increase significantly as the geom-
etry becomes more involved, or coupling with other heat car-

riers or fluid flow takes place.

at all internal points at time t+At

4 Results and Discussion
For validation purposes, the results obtained by the modified

4' Retrieve the temperature at t+At method of characteristics for a set of test problems have been
compared with analytical solutions or results reported in the lit-

Fig. 2 Block diagram of the numerical procedure for solving erature using different numerical schemes. The cases considered

the spectral EPRT by the modified method of characteristics are 1l)transient and steady-state ballistic transportr@nsient and

738 /| Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



20
0.5 & 19 +
o N=20,Q=45
% & N=40,Q=45 18 T
& 041 o N=20,Q=40 g O 9 9 g g 8 8 85 B 4
] X N=40, Q=40 17
2 — Exact Solution
< ey 4
E’_ 0.3 = 0
5 : £ 15+ = Analytical solution
‘é ; O Present numerical method
.£.=’ 0.2 1 g 14 7 O Monte Carlo (Mazumder and Majumdar, 2001)
S - £ 1
2
E 12
2 0.1
11 T
’ 0 50 100 150 200 250 300 350 400
0.0 0.2 0.4 0.6 0.8 1.0

Dimensionless coordinate, z+*=z/L. Distance along the film (nm)

Fig. 4 Numerical solution for steady-state heat conduction in
the ballistic limit for a 400 nm thick gray gallanium arsenide
thin film with black bounding surfaces

Fig. 3 Numerical solution for transient heat conduction in the
ballistic limit for a 1 um thick gray diamond type Ila thin film
with black bounding surfaces using different grids and 30 di-
rections

numerical results for the normalized temperafiifeas a function

: . . of the dimensionless locatiom* for dimensionless timeg*
steady-state heat conduction across a diamond film, ar2D3 =0.1 and 1 for different spatial discretizations. The number of

steady-state heat conduction along a gray thin film with speculag scretizations in the direction does not affect the ability of the

reflecting boundaries. code to capture the propagating front while the number of direc-
4.1 Ballistic Transport. In order to validate the numerical tions influences the accuracy on the retrieved temperature. Fur-
method described previously, transient and steady-state heat dbwrmore, the number of grid points in tkeandy directions had
duction in dielectric thin films in the ballistic transport limit isno effect, due to the symmetry of the problem, and 10 grid points
considered, i.e., phonon scattering is neglected. We further assumege arbitrarily chosen. Good agreement with theoretical values is
that the spectral phonon intenslty is independent of wavelength observed at both times for 20 cells in théirection or finer grids
(gray behavior). Under these assumptions, the EPRT simplifiesatod more than 45 directions per quadrant with time stap

[11] =L/20v. The large number of directions is due to the fact that the
integral term is computed by numerical integration. As time in-

(9—|+17-VI =0 (22) cCreases, the temperature gradient across the film decreases and

at coarser grids can be used to capture the spatial change of tempera-

ture across the film. This must be compared with recent simula-
tions by Murthy and Mathuf11,18]who reported 100 cellsAt
Transient Calculations. Two-dimensional numerical simula- =L/1000v, and 8 discrete directions per quadrant. The authors
tions were performed for a 18mx1 um diamond type lla poly- used an unstructured finite volume scheme to solve the same test
hedral thin film initially at 300 K. At &0, the bottom temperature problem and recognized that “the problem is quite challenging
T(x,y,0)=T, is imposed to be 301 K while the top temperaturédrom a numerical solution point of view,” and that “good spatial
T, is maintained at 300 K. The boundary conditions at the theand temporal accuracy is required to minimize the numerical dif-
malizing boundaries in directions pointing toward the mediurfusion that tends to smear the step solution.” On the contrary, this
were I(x,y,O,t):oT‘l‘/w and I(x,y,L,t):nglw, respectively, Study shows the advantages of the modified method of character-
while symmetry boundary conditions were imposed at the OthﬁtiCS in that the method is unconditionally stable and both tran-
surfaces. The width of the thin film is considered much larger th&ient profile and wavefront are perfectly captured without any
its thickness so that heat conduction can be treated as 1D. Tfeeared front even with coarse grids.
temperature at each node was retrieved from the computed valu
of the total radiation intensity based on the expression

wherel is the total phonon intensity.

%teady-State Calculations Steady-state heat conduction
across a 400 nm thick gallium arsenide film with black bounding
14 surfaces in the ballistic limit is now considered. One face of the
(23) film is maintained at temperatuf&(x,y,0)=T;=10 K while the
other face is maintained ai(x,y,L)=T,=20K. The exact solu-
Furthermore, in order to simplify the presentation of the result§on to this problem is known to be uniform across the film and
normalized temperatuf&*, timet*, and locatiorz* are defined, €qual toT(z)=[(T{+T3)/2]"*=17.075K with a discontinuity at

T 1
T(x,y,z,t)= 55 f lI (X,Y,Z,pm,t)du

respectively, as the boundaries. The numerical results were obtained with<&l10
grid and 45 directions per quadrant for a CPU time of less than 40
.ok T4(2)-T; L 0 . seconds on a 633 MHz Pentium Il microprocessor. Figure 4 com-
(%)= W' =17, and zZ=2/L (24) pares the numerical results with the analytical solution and those

reported in the literatur¢28]. The maximum error between the
The computational domain was discretized in &Ngrid and Q two solutions is less than 0.6% compared to 2% obtained by Ma-
discrete ordinate directions; per quadrant with N and Q varying zumder and Majumddr28] using the Monte Carlo method. Note
from 20 to 40 and from 8 to 50, respectively. Figure 3 shows thbat an even better precision can be obtained by simulating a
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Table 1 Physical properties of type lla diamond 0.07% of

130

isotope at room temperature  [3]
Property Value +

Stefan-Boltzmann constant, 50.47 W/nfK* =
Speed of soundy 12,288 m/s E“
Impurity density,n 0.154X10°%m? =
Radius of lattice imperfection& 1.785 A =
Constant, A 163.94 5
Umklapp scattering constany, 1.58 E-
Debye Temperatured, 1860 K S
~—
4
=
=
e

longer time or by increasing the number of directions. On th &
contrary, the Monte Carlo method contains intrinsic statistical eg
rors. Finally, the heat flux was computed and found to be constex
and independent of location.

4.2 One-Dimensional Heat Conduction Across a Diamond
Film. We now consider 1D heat conduction across a diamor
type lla thin film with 0.07% impurity concentration éfC. The
film, of thicknessL, is initially at T=T,. At t=0, a temperature
differenceAT=1 K is imposed across the film, while the cooler

1.00

0.75

0.50
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0.00

0.00

=

——1=0.1
——1=1

—a— Steady state

— — Fourier's law

- - - - Ballistic Regime

0.25

0.50 0.75 1.00

Dimensionless location, z¥=z/L

surface is maintained at temperatifg. Moreover, only scatter- Fig- 5 Numerical solution for transient heat conduction
ing by lattice imperfections and Umklapp scattering are consi@cross a1 um thick diamond type lla thin film

ered[3]. The relaxation time for imperfection scatteringis ex-
pressed af3]

diamond thin films having different thicknesses. One can see that

1
_azpnu

wherea is a constant close to unity; is the number of scatterings
site per unit volume, and is the scattering cross section ex-
pressed as

(25)

Tj

4

o=mR? (26)

wR
with  y=—
x'+1 v

with R being the radius of the lattice imperfections. On the oth&¥ith the film thickness.

hand, the relaxation time due to Umklapp scatteringis ex-
pressed af3]

o
Ty A wﬁD exX ’yT (27)
whereA and y depend on the materials, whil&, is the Debye
temperature defined & = wp /kg . The overall relaxation time
is defined as ¥s=1/7,+ 1/7y . Constants and properties required
to compute the relaxation times for diamond type lla with 0.07%
impurity concentration of°C were taken from the literatur]

and are summarized in Table 1. A similar problem has been solvé
by Majumdar{3] using the discrete ordinate method proposed b
Kumar et al.[15] with 8 discrete directions per quadrant. More- &

u

over, the Stefan-Boltzmann constant for phonons is constant a g
Eq. (8) is valid only for low temperaturefless than 150 K for 5
diamond type lla). Therefore, in the present study the initial tem E‘
peratureT, has been arbitrarily set to 100 K. 2

Following Majumdar’'s work[3] and in order to cover the §
acoustically thin and thick regimes, three different film thick-2=

nessesl(=0.1um, 1 um, and 10um) have been considered for -2
type lla diamond. The calculations were performed on a spectr §
basis over the frequency range from Odg . A converged solu- &
tion was obtained for a’$21 grid and 30 directions per quadrant, =
while the spectrum from 0 tep was discretized into 90 different
wavelengths. Figure 5 shows the transient evolution of the ten
perature profiles across agm thick diamond thin film. The re-
sults are plotted in terms of dimensionless temperafTife
=[T(z)—T,]/[T,—T4] and dimensionless time= »t/L. Quali-
tatively, they compare well with results reported in the literature
for To=300K [12].

S10

the temperature gradient increases as the film thickness increases
and that the numerical results fall between the acoustically thin
(ballistic) and thick(Fourier’s law)approximation limits. Similar
results have been previously reported in the literaff8r&l,12Jfor
different temperatures and using other numerical schemes.

The present results confirm the good behavior of the numerical
scheme for both transient and steady-state calculations, account-
ing for scattering on a spectral basis. Note that the actual time, and
therefore the computational time, to reach steady-state increases

4.3 Heat Conduction Along a Silicon Crystal Thin Film.
Phonon transport along a silicon crystal is considered in this sec-
tion and schematically described in Fig. 7. The thin film is as-
sumed to be a gray medium with a constant and uniform relax-

1.00
N
N\ —e— L=10um
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—o— L=1um
L N
—&— L=0.1
075 1 AN ook
L - - - - Ballistic regime
N — — Fourier's Law
0.50 T====------=7F STt
0.25 T
N
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| N\
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Dimensionless location, z*=z/L

Fig. 6 Numerical solution for steady-state heat conduction

Figure 6 presents the steady-state temperature profiles acrassss a diamond type lla thin film of different thicknesses L

740 / Vol. 126, OCTOBER 2004

Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



z and 3)the present method, for a silicon film with thickness L
Reflecting Boundaries pm and lengthC=10 um. The results are given in dimensionless
L form with T* given by Eq.(24) andy* =y/ L. Figure 8 shows the
/ \ relative difference between results obtained by the present method
] . and those obtained by the Monte Cafligt], and by the discrete
Ty Diamond thin film T, ordinate methodE3] for specularly reflecting boundaries. The re-
sults compare very well with simulations reported in the literature
\/ [3,14]. The relative error between the present method and the
0 Reflecting Boundaries — DOM is less than 2%, while that with the Monte Carlo method is
comparable to that between the DOM and the Monte Carlo
L method and stays below 6%. However, since no exact solution is
available it is not possible to determine which method is the most
Fig. 7 Schematic for heat conduction problem along a silicon accurate. Extension of the study to spectral diffuse surfaces and
crystal thin film of length L partially reflecting surfaces is straightforward. This test problem

demonstrates the capability of the numerical scheme to deal with
both 1D and 2D problems and with both black and specularly

ation time defined ass=A/v, whereA is the phonon mean free reflecting boundaries.
path that depends of the surface reflec{idrfi4]and the speed of

sound in siliconv is equal to 6400 m/E29]. The lowerz=0)and  jemonstrate the capability of the modified method of characteris-

upper(z=L) surfaces are specularly reflecting while the ends yicq {4 simulate microscale energy transport. Good agreement with
=0 andy= L are treated as black surfaces maintained at constri\llgJ

o borted results was shown. Similar or better stability and predic-
temperatures much below the silicon Debye temperature of 645§, -ohapility than existing methods has been demonstrated. The
Figure 8 compares the numerical results obtained byh#

. . numerical results have been obtained for 3D computational grids,
Monte Carlo method14], 2 the discrete ordinate meth¢8,15], 5.\ the program sequences, number of grid points, and directions

have not been optimized. The scheme can be viewed as a hybrid
method between the DOM and the ray tracing method. It is an

4.4 Discussion. The objective of the present paper is to

1.0 alternative to that used by Coelfi80] for the radiative transfer
£ 09 0 O Monte Carlo (Klitsner, 1988) equation. This section discusses trade-offs and compromises that
Fﬂ ) — DOM (Majumdar, 1993) can be made to achieve better numerical efficiencies.
® os D X Present work First, the computational efficiency can be improved by approxi-
= = mating the integral present on the right-hand side of &d) by
g 07 numerical quadrature. For example, given the symmetry of the
2 06 above problems, the modified method of characteristics could
=] have been used to solve the Schuster-Schwarzchild two-flux ap-
;‘ 0.5 proximation by replacing the integral over all directions on the
@ right-hand side of Eq(7) by the sum of the positive and negative
§ 04 T component$17]. In general, the computationally costly numerical
g 03 1+ integration over solid angle can be replaced by a weighted sum
= over an arbitrary number of discrete directions like in DOM. This
5 02 T procedure can significantly reduce the computational time, par-
£ ticularly for multidimensional and spectral calculations. It is rec-
= 0.1 ommended for optimization, real time transient calculations, and
0.0 | | | | | | control of microscale devices. However, one will be faced with

the same drawbacks inherent to the discrete ordinate method dis-
cussed in the Introduction. Similarly, the band approximation can
Dimensionless Distance, y*=y/L be used for spectral calculations, as performed by Murthy and
Mathur[11]. These approaches have not been retained here for the
7 sake of accuracy, but they could easily be implemented for more
complex problems or geometries.
6 1 —e—present vs. DOM Moreover, as discussed previously, the simulated boundary con-
ditions were used in order to compare the results obtained by the
present method with those reported in the literature. More realistic
boundary conditions such ag diffusely reflecting opaque sur-
faces that are more appropriate for “acoustically rough” surfaces
471 and 2)partially diffuse and specular reflecting boundaries as en-
countered in superlattices constitute an extension of the present
3+ work and can numerically be implemented with relative ease.
Finally, the present method is very well suited for parallel com-
>4 puting, since the intensity at each node at any time step depends
explicitly and solely on the results obtained for the previous time
step. The computing time can theoretically be divided by the num-
ber of grid points by using up to one CPU per grid point. Paral-
; lelization can significantly speed up the computation of the tem-
0 - 1 l 1 1 perature field for real-time transient, multidimensional, and/or
0 01 02 03 04 05 06 07 08 09 1 coupled problems, as well as for steady-state transport in optically
(b) Dimensionless distance, y*=y/L thick media. In the diffusion approximation limit, when Fourier's
law prevails, the governing equation becomes parabolic for tran-
Fig. 8 Comparison of numerical simulations of heat conduc- sient and elliptic for steady-state heat conduction problg2ag.
tion along a1l um thick and 10 mm long silicon crystal thin-film. Parabolic equations feature repeated characteristics also having a

0.0 01 02 03 04 05 06 07 08 09 1.0

—
)
<=

== present vs, Monte Carlo
5T =>&DOM vs. Monte Carlo

Relative error, %
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distinct domain of dependence and range of influence, but the
signal propagates at infinite speed, unlike hyperbolic equations
such as the BTE or the EPRZ5]. Elliptic equations have no real
characteristics and their solutions at any grid point depend on the
solution at all the other grid points. For both parabolic and elliptic
equations, other numerical methods appear to be more appropriate
than the present methd@5s].

T* = dimensionless temperature,
T*(2)=(T(2)*+T9/(T1+T3)

= heat carrier group velocity vector, m/s

longitudinal location, m

= spanwise location, m

z = vertical location, m

< X S
I

Greek Symbols

5 Conclusions A = mean free path of the heat carriers, m

. . . . ) v = speed of sounds, m/s
This paper has described in detail a new numerical method for . — energy of an individual heat carrier, J

solving multidimensional transient and steady-state thermal trans- , — girector cosinex=cos®)
port at subcontinuum scale with black or reflecting boundaries on ,, — phonon angular frequency, rad/s
a gray or spectral basis. The modified method of characteristics is ,, ' — pebye frequency, rad/s

unconditionally stable, accurate, and compatible with other nu- = azimuthal angle

merical schemes and can be used for coupled problems employing ,, — number of scatterings site per unit volume
the same prespecified grid. The numerical solutions obtained for = scattering cross section of an impurity

1D and 2D heat conduction in dielectric thin films have been ,  _ Debye temperature, K

compared with the analytical solution and, when possible, with ?9 = polar angle
reported numerical results. Good agreement has been found con- ; — Siefan-Boltzmann constant for phonons, WK ~*
firming the capability of the numerical procedure and the associ- . — relaxation time for impurity scattering, s
ated computer program. , 7y = relaxation time for Umklapp scattering, s
The numerical scheme developed in the present study could ;. — {ota] relaxation time for scattering, s
easily be extended_ to complex 3D geometry. The advantage of the » _ ,.oustic thicknesss* =L /(o)
proposed method is that even the most complicated problem can ]
be solved with relative ease. As the problem becomes more reaHbscripts
istic (in terms of geometry and coupling with electron or photon 0 = refers to equilibrium
transport), the complexity of the formulation and the computa- b = refers to the boundary
tional effort increase much more rapidly for conventional ap- e = refers to electrons
proaches. Furthermore, the method could also be used &mid-  j j k = indices for the vector nodes of the computational grid
ing the RTE for emitting, absorbing, and scattering materials and = p = polarization state
2) the BTE for electrons and holes as well as coupled electron-
phonon-photon transport problems. It can be used for solving en-
ergy transport in subcontinuum regions in thermal or electricgije
contact with continuum regions where traditional methods can ferences
used. The method is particu|ar|y recommended for transient, mulf1] Tien, C. L., and Chen, G., 1994, “Challenges in Microscale Conductive and

tidimensional, and/or coupled problems.
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Heat transfer through a fractal-like branching flow network is investigated using a three-

Debhorah V. Pence* dimensional computational fluid dynamics approach. Results are used for the purpose of
Associate Professor assessing the validity of, and providing insight for improving, assumptions imposed in a
Department of Mechanical Engineering, Oregon previously devel_oped one-dimensional model for predicting wall temperat_ure distributic_)ns
State University, 204 Rogers Hall, Corvallis, OR through fractal-like flow networks. As currently modeled, the one-dimensional code fairly
97331-6001 well predicts the general wall temperature trend simulated by the three-dimensional
g-mail: pence@engr orst.edu model; hence, demonstrating its suitability as a tool for design of fractal-like flow net-
works. Due to the asymmetry in the branching flow network, wall temperature distribu-
Rebhecca N. Cullion tions for the proposed branching flow network are found to vary with flow path and
Department of Mechanical Engineering, Oregon between the various walls forming the channel network. Three-dimensional temperature
State University, 204 Rogers Hall, Corvallis, OR distributions along the various walls in the branching channel network are compared to
97331-6001 those along a straight channel. Surface temperature distributions on a heat sink with a
e-mail: cullion@engr.orst.edu branching flow network and a heat sink with a series of straight, parallel channels are

also analyzed and compared. For the same observed maximum surface temperature on
these two heat sinks, a lower temperature variation is noted for the fractal-like heat
sink. [DOI: 10.1115/1.1795236

Introduction that from which it originated. The fractal-like flow network was

designed using fixed diameter and length scale ratios between

Societal demands have resulted in extremely compact yet POVS Secutive branching levels, as were proposed by West &]al.

erful electronic devices, which require high watt-density coolin%r transport systems optimized for metabolic processes. Using an
techniques. Heat sinks incorporating microscale channels are VERimization approach to minimize pumping power while adher-

effective in th.is. endeavor by increasing b.Oth the convective hegh ' 5 minimal volume constraint, Bej&ii] identified, on aver-
transfer coefficient as well as the convective surface area per the same branching level ratios reported by West §6

volume in the heat sink. Pence 8] developed a one-dimensior(dD) model, using mac-

However, the improved heat transfer provided by a series pfsqqnic correlations, for predicting both the pressure distribution

parallel microchannels is not without drawbacks. The small diarn]-’_ and wall surface temperature along, a fractal-like branching

eter of the channels produces large pressure drops, and non{finne| network. Results were compared to an array of straight
form temperature distributions along the wall of the channel ofteth5nnels having the same channel length and same convective
occur. If used to cool an electronic component, a nonuniform terdy face area as the branching network. A lower maximum wall
perature distribution, if significant enough, could result in UNeV&Rmperature along the fractal flow network was consistently noted
thermal expansion of the electronic device, possibly damagingsdf; three different cases, which include identical pressure drop,
or affecting the electrical properties. _ ) identical flow rate, and identical total pumping power through
Tuckerman and Peadé] first introduced the idea of micro- poth flow networks. The model of Pen¢8] assumes that both
channel heat sinks for cooling integrated circuits. Since that tim@ydrodynamic and thermal boundary layers redevelop at each wall
numerous investigations of single, straight microchannels and Mijiowing a bifurcation, but the model neglects the influence of
crochannel arrays in a heat sink have been conducted. Much of f@nching angle on either pressure drop or wall temperature. Chen
Sobhan and Garimellg2], are not well predicted by macroscaleser capacity of fractal-like channel networks. In addition to ne-
correlations. However, a recent study by Garimella and Singhgkcting the influence of branching angle, they also assumed fully
[3] demonstrates the validity of using conventional macroscafzveloped flow, yet reached a similar conclusion regarding the
correlations for predicting laminar flow pressure drop and hegtvantage of branching flow networks. Wechsatol ef E0] re-
transfer through microscale geometries. cently investigated the optimal channel length distribution in a
Bau[4] demonstrated, using a mathematical model, that a Miisk-shaped geometry similar to that proposed by PdBcg].
crochannel with a variable cross sectional area can be optimizashgth scale ratios that vary at each bifurcation level were
to reduce temperature gradients along the channel length. Redggemed optimal in terms of minimizing flow resistance.
tion in the maximum heated surface temperature can be achieved
by tapering a channel in the direction of flow. However, a de-
crease in axial channel diameter can be accompanied by an in- )
crease in velocity and, hence, an increase in pumping power. Method of Analysis
To imprOVe the temperature Uniformity while decreasing the Based on the Suggestion made by West et[ﬁ].for two-
pressure drop, Pendé] proposed a fractal-like branching flow gimensional flow networks, Pend&] developed a preliminary
network, in which each new branch has a smaller diameter thgmanching channel network in a disk-shaped heat sink using the
following branching ratios,

*Corresponding author.
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is negligible, and Bthe temperature dependence of the thermo-
physical properties of the working fluid are negligible. It is the
purpose of the present investigation to assess the validity of these
three assumptions in order to determine the feasibility of using the
model as a flow network design tool.

The pressure-drop correlation in Whif&1], which includes
increased pressure drop due to developing flow conditions and the
Nusselt number data for simultaneously developing thermal and
hydrodynamic boundary layerdrom Wibulswas[12]) and re-
ferred to in Shah and Londofl3], are employed in the one-
dimensional model. Water is used as the working fluid, and a
constant heat flux is applied to the infinitely thin walls of the ducts
composing the 1D flow network.

Three-Dimensional Computational Model. Numerical
simulations were performed using the finite-volume-based, CFD
) . . software Star-CD. Three-dimensional CFD simulations were per-
E:%Wi h'farraeca:?tlc;lrlk: sbgt‘ﬁh'lrjgi nccr;ﬁggsl br}‘;m':%ts (?iagezjifh;( formed for fractal-like flow networks and for heat sinks with em-
=2b, k=3c, k=4f) bedded frac@al-llke f!ow networks. In flow network analyses, ther-
mal energy is supplied to the walls forming the flow network. In
heat sink analyses, a heat flux is imposed at the flat surface of a
heat sink having fractal-like channels. Temperature distributions
E:n‘l’z @) along the fractal-like flow network walls are compared to those
Ly forming a parallel channel array. In addition, the heated surface of
whered is the hydraulic diametel, is the length of a channel a heat sink with an embedded fractal-like flow network is com-
segment, and is the number of branches into which each channgf’i_'l’_?]d tot tha&t OT a heat S'nl.(b‘l’v'tp a pafra;lkllel tr;}etwo(;!( of flqw plaths.
splits. For the present analysis=2. Subscriptk represents the i 'te steady, |tncompredSS| e form o t'e ree- |m(_an5|ct>r?a ffo.g'
lower-order branching level and subscript-1 represents the inuity, momentum, and energy equations governing the flul

higher-order branching level at a bifurcation. Note from Fig. 1t’ransport in this investigation are, respectively,
that the first branch emanating from the inlet flow plenum is the aV;

zeroth-order branch, i.ek=0. The shaded region and the letters —=0 3)
denoted in the figure are discussed later. IXi

It is the objective of the present work to analyze, using a three- FIAYA P V. ap
dimensional computational fluid dynami¢€FD) analysis, the (#) = _(M_J) _ T (4)
wall temperature distribution in microscale fractal-like branching IXi X \" x| 9%

channel networks. Results from these analyses are used to assgss

the validity of assumptions imposed in the one-dimensional model

of Pencd8]. The commercially available computational fluid dy- a(Vic,T) 9
namics package, Star-EOifrom Computational Dynamics Lty. (T)
was employed for this purpose. Dimensions of the flow network '
analyzed are provided in Table 1. Note that the total channelConsistent for all analyse$low networks and heat sinksre
length reported for the fractal-like flow network is the radial disthe inlet and exit flow boundary conditions and no slip, imperme-
tance from the entrance of the=0 branch to the exit of th& able conditions at all walls of the flow network. At the inlet, the
=4 branch level. The length of each branch is defined by radialilk fluid temperature is fixed and a uniform velocity profile is
distances in Fig. 1. The original geometry proposed by Pghike assumed. The flow discharges to a water-filled reservoir assumed
which is shown in Fig. 1, has asymmetric branching, and braneh be at atmospheric pressure at the point of discharge. For the
segmentk=3a and k=3d are tapered. The influence of thesdlow network analyses, a uniform heat flux is applied at all walls
factors on the wall temperature distributions will be investigatedf the channels.

For the heat sink analyses, the energy equation for the solid,

aT
axi

_(9_)(i

®)

One-Dimensional Predictive Model. In the one-dimensional
model developed by Pen¢8], the pressure distribution through 9 oT
and wall temperature distribution along rectangular cross- ﬂ_x( )
sectional ducts in a fractal-like branching flow network are pre- :
dicted using empirical correlations for pressure drop and Nussptalso included. A uniform heat flux is applied to the bottom of
number. The 1D model is restricted to laminar flow with the ashe heat sink, whereas the top and edges of the heat sink are
sumptions that: 1poth the thermal and hydrodynamic boundargssumed to be insulated. In this configuration, fluid enters the heat
Iayers redevelop fO”OWing each channel biful’C&tiO)’]I@ influ- sink from the top surface and flows radia”y outward.
ence of branching angle on temperature and pressure distributionghe steady, incompressible 3D continuity, energy, and momen-

tum equations are solved using a monotone advection and recon-
struction scheméMARS) for the advection terms. MARS is a

|0 (6)

Table 1 Channel dimensions for fractal-like flow network two-step scheme of second-order accuracy which, of the available
(Sh=olk=Lix=16.3mm) discretization schemes in Star-CD, is least sensitive to errors re-
sulting from mesh structure and skewness. In the flow network
. (S&) e (ncqukn (nﬁ;n) analysis, 670,000 cells were used to model the flow field. Typical
cell sizes were on the order of 16n with some cells as small as
0 0.250 0.539 0.342 5.80 5 um. One million cells were employed in the heat sink analysis,
% 8%28 8-%28 85% ‘2%8 with larger cells, up to 4Qum, used in the solid material away
3 0.250 0.130 0171 505 from the channel walls. The pressure-velocity coupling was ac-
4 0.250 0.093 0.136 1.45 complished using the SIMPLE method. Under-relaxation param-
eters of 0.2, 0.7, and 0.95 were employed for pressure, velocity,
Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 745
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Table 2 Geometric and flow conditions for flow network and outer wall
heat sink analyses _\

Fractal flow  Straight \\"‘\\__B' ______________ _a¢
network channels (\‘ =3 )
ho y
Both Analyses L 1ot (MmM) 16.3 16.3 S e
w; (mm) 0.930 0.136 ) ;
H (mm) 0.250 0.136 ~. X inner
d (mm) 0.136 0136 T e all
Flow Network Analysis N 12 77 Tl - -
Acon, (MMP) 685 686 A S th < 3d)
" (Wien? 45 45 o
Q (ml/s) 10.8 7.44 y outer wall =
Heat Sink Analysis N 12 212 | X
Acony (MIP) 685 1889 global coordinate system
Aplate (mmz) 948 946
q" (Wlcn?) 50, 100 50,100 g 2 Local coordinate system forthe  k=3c branch. Note that
Q (ml/s) 10 10 z is always out of the page and that channel ~ k=3d is tapered.

and temperature, respectively. Convergence was achieved whgfigyvever, the asymmetry of the 3D fractal-like flow network is

maximum residual tolerance of 10 was reached. anticipated to result in wall temperature distributions that vary
. . along the various walls and along different flow paths. Figure 2
Results and Discussions indicates the definition of inner and outer walls. The outer wall is

Three-dimensional computational results are sought that pibat which is joined to a previously existing channel side wall.
vide a means for assessing the previously mentioned assumptidhe inner wall is defined as that wall which is newly formed
imposed in the one-dimensional model by Pej&Jdor predicting following the bifurcation. Obvious from this definition is that the
pressure and temperature distributions through fractal-like flowner and outer walls along path 1 alternate from side to side. For
networks. To determine the validity of these assumptions, floexample, looking in the direction of flow in Fig. 1, the outer wall
networks, rather than heat sinks, are analyzed. Heat sinks walong path 1 is the left side wall of tHe=1 andk=3c branches
fractal-like flow networks are subsequently analyzed. and the right side wall of thk=2b andk=4f branches. Because

. . . ) of the symmetric nature of the first branching betw&en0 and

One-Dimensional and Three-Dimensional Flow Network y—1 either the left or right side wall can be considered the inner
Analyses. Of particular interest from the 3D investigation ar6y5| of the k=0 branch. The result is a piecewise continuous
wall surface temperature distributions along various flow pathg,rve, such as those designated as path 1 and path 2 in Fig. 3.
through the fractal-like branching flow networks. Due to asymmesown in Fig. 3 are three-dimensional CFD model simulations of
try in the flow network, two separate flow paths are investigate|| temperature along a parallel flow network and the interior
Using the branch labeling scheme in Fig. 1, path 1 is defined By, temperature along two different paths through the fractal-like
segmentk=0, 1, 2b, 3c, 4f, and path 2 is defined by segmentg,y network. Note that the abscisgaepresents the streamwise
k=0, 1, 2a, 3a, 4a. As a consequence of the 3D nature of the flgfétance from the inlet of the flow network to the exit.
in the CFD analysis, temperature variations occur along the wallsa|so provided in Fig. 3 are 1D temperature predictions for both
in a direction normal to the flow. Maximum temperatures are typjzactal-like and parallel flow networks. The 1D model results well
cally observed at the corners of the channels. Because the purpgisgch the 3D model simulation of the straight channel, providing
of the 1D model is to serve as a tool in designing fractal-like flowgidation of the 3D model. The 3D microscale flow phenomenon
networks, all wall temperatures from CFD results are taken alofgihjs fractal network was experimentally validated with pressure
the middle of the wall and are compared with those predictgflo, tests in Alharbi et alf14]. The thermal capabilities of the
from the 1D model and with the wall surface temperatures aloRg§-p code at the microscale were previously validated by Pence
straight channel arrays. et al.[15]. Application of the Navier-Stokes and energy equations

Constant Property Analysis.The first comparison in the
present analysis is of streamwise wall temperature distributions
along a fractal-like flow network, as predicted from the 1D and

3D models. This comparison provides a means of assessing the 325 — 0 - -
validity of assumptions 1 and 2, which ar¢ Boundary layers 320l . ap zt:::ght
redevelop at each wall following a bifurcation andtBe angle of wnes 1-D fractal

bifurcation has a negligible influence on the wall temperature dis- 315t
tribution. In this part of the analyses, constant thermophysical
properties are assumed and are evaluated at the average temperg
ture between the inlet and exit bulk fluid temperatures. Wall tem- — 305 |
perature distributions along a fractal flow network and along a
channel in an array of parallel channels are considered. Several 300}
geometric features and operating conditions are kept identical be-
tween the fractal-like and parallel flow networks. These include 205 L 1
the total channel length, convective wall surface area, applied heat . k=1 k=2 k=3 k=4
flux, and total pumping power. The channels in the parallel flow 2900 5 10 15
network are square in cross-section with a hydraulic diameter
equal to that of the terminal branch of the fractal-like flow net-
work. Values are noted in Table 2 under “flow network analysis.tig. 3 One-dimensional and three-dimensional inner wall tem-

Due to symmetry, the temperature distributions along all foyerature distributions for fractal-like and straight-channel net-
walls of a straight channel from the parallel array are identicakorks with constant properties

» 3-D fractal path 1
= 3-D fractal path 2

"

x (mm)
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Table 3 Normalized mass flow and bulk fluid temperatures at 315

inlet and exit branches w4 -0 model
— = hottom/top
k me /m Thuik (K) 3101 wam nside 1
0 1.0000 293.0 outside
4a 0.0904 297.5 305 |
4b 0.0564 298.8 <
4c 0.0504 300.5 g
4d 0.0825 298.5 300 |
4e 0.0595 301.2
Af 0.0346 302.2
49 0.0507 301.4 295 ¢ j
4h 0.0755 300.2 4 -
k=0 k=1 k=2b k=3¢ k=4f
290 : - -
0 5 10 15
. . X (mmj
to microscale thermal and flow phenomena, as used in the present
analysis, was experimentally shown to be valid by Garimella and Fig. 4 Wall surface temperatures along path 1

Singhal[3].

Of the 3D simulations in Fig. 3, the maximum temperature
along path 1 of the fractal-like network is approximately 12°C ] )
cooler than the maximum temperature predicted along a straid#ll temperature at the inlet of the=3c branch. Recall from Fig.
channel. The temperature variation or difference a|0ng the |en%ﬁWh|Ch shows a schematic representa_ltlon of this b|furcat|0n, that
of the fractal flow network, being lower than that across a straigHté outer wall of thek=2b branch terminates at point A and the
channel array, is an attractive attribute of the fractal-like flo@uter wall of thek=3c branch originates at point B. Middepth
network. In addition, for the same pumping power and heat ﬂuC%jmperature contours at this bifurcation are shown in Fig. 5.

; : learly evident from Fig. 5 is a low temperature region at point B.
0, -
the pressure drop is approximately 30% lower through the bran e low outer wall temperature is due to flow accelerating around

ing networks than through the parallel array, as was noted W' hoint. However, immediately downstream of point B, the

Alharb_l et al.[_14]. . outer wall temperature increases significantly as a result of flow
In Fig. 3, with the exception of thke=1 branch, the 1D model separation, which causes a zone of recirculating fluid, as was

well predicts the 3D inner-wall temperature trends for both patkibcumented by Alharbi et al14]. This region is represented in

through the fractal flow network; however, it does overpredict theig. 4 by a temperature spike near 13 mm, which is followed

magnitudes. The dramatic decrease in 1D wall temperature aldnga downstream decrease in temperature.

a flow path in the fractal network is a result of the assumed reini- In Fig. 4, with the exception of thk=0 branch, along which

tiation of the thermal boundary layer. The similarity of the 30hermal boundary layers develop at each wall, the trends in the

model trend to that predicted by the 1D model suggests that thettom wall temperatures are not well predicted by the 1D model.

boundary layer does, in fact, reinitiate at the inner wall followindrather, the temperature distribution along the bottom wall looks

a bifurcation. This is expected as the inner wall is created only @€ry similar to the trend observed for all walls of ke 1 branch.

a result of the bifurcation. The inner wall temperature distributioAlso, for k>1, the bottom wall temperature is lower than the

along thek=1 branch is distinctly different from the predictedinner wall temperature for most of each branch segment. Because

values. It is also different from that of the other branching level#he boundary layer redevelopment is anticipated at the inner wall,

The boundary layer development along this branch segment mbst not along the bottom wall, the observed trend in temperature

be influenced by secondary flow phenomena. Secondary fléwggests a secondary flow phenomenon that disrupts the thermal

fields are considered later in the paper. boundary layer development. An investigation of secondary flow
Also evident from Fig. 3 is that the inner wall temperature ghenomena is presented later. Temperature spikes are also noted

the exit of path 1 is higher than that of path 2. The cause of thisaéong the bottom wall near the bifurcations in Fig. 4. The primary

due, in part, to the larger bifurcation angles and longer total flogause for these temperature spikes is flow deceleration near the

length for path 1 in comparison with those of path 2. To highligtifurcation, the result of a 26% increase in flow area. Note where

the influence of branching angle and path length on the thernihg centerlines of the bottom walls of branches2b andk

and flow conditions through the fractal flow network, exit mass 3¢ intersect, which results in the continuous nature of this

flow values, normalized by the inlet mass flaw,/m; and the Wwall's streamwise temperature distribution.

exiting bulk fluid temperatured,, are tabulated in Table 3.

Table 3 shows that path 2, exiting througk4a, has the larger

mass flow rate. The flow rate through this path is approximately

three times larger than that through path 1, which exits through

k=4f. Path 2 also has the lowest exiting bulk fluid temperature,

as would be expected due to the higher flow rate.

Figure 4 shows, in addition to the inner wall temperature, the / ke
bottom and outer wall temperatures along path 1 of the fractal-like —— - Wi
flow network along with the temperature distribution predicted by s " w1
the 1D model for comparison. Due to symmetry aboutzp&ne, q_ g ]
the top wall temperatures are identical to those of the bottom wall.===—-..._ .= - s
With the exception of th&=1 branch and the temperature spikes T T 1]
between branching levels, the temperature trends along the oute T &

wall are quite similar to the 1D predicted results and to the innerlgee . e s
wall temperatures. This occurs even though reinitiation of the
thermal boundary layer is not anticipated at the outer wall or at the
top and bottom walls following a bifurcation.

The outer-wall temperature distributions shown in Fig. 4 indi-
cate an obvious discontinuity. For example, the outer wall tengig. 5 Temperature contours in  x-y plane at intersection of  k
perature at the exit of thk=2b branch is higher than the outer=2b and k=3c branches
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315 . , . 1 -
““““““ 1-D model ‘
= hottom/top . :
S10T | s inside A | 0.8 ]
wou outside
30571 ]
X 06r ]
- -
300 ¢ ] gl .
0.47 :' ... 4
295 f £ o ] ' D [ k=0
k=0 k=1 k=2a k=3a k=44 021 i — k=1
290 . . . : L k=2b
0 5 10 15 i k=3c
X (mm) 0 ; =. : ; : k=4f
290 295 300 305 310 315

Fig. 6 Wall surface temperatures along path 2 T (K)
Fig. 7 Spanwise temperature profiles at x'=0 and z'=0.5 for
all branches along path 1

Figure 6 shows the inner, outer and bottom wall temperature
distributions along path 2 of the fractal network. Trends appear to
be very similar to those in Fig. 4, but the wall temperatures at the a closer look at the inlet of the=1 branch is provided in Fig.
flow network exit are lower than those along _path 1. Again, this i§ in the form of a contour plot of temperature in thez plane
because of the mass flow values reported in Table 3. The m@ghway between the inner and outer walls. It is evident that a
notable difference between Figs. 4 and 6 is that the bottom Wgllyh_temperature region, which originates at the channel inlet and
temperature spikes along path 2 in Fig. 6 are larger than thasenetrates into the channel, exists at both the top and bottom
along path 1 in Fig. 4, the reasons for which are addressed latgh||s. This high-temperature region quickly diminishes in thick-
In summary, yet to be explained argthe temperature trends atpess shortly downstream of the inlet. Obvious from Figs. 7-9 is

all walls fork=1, 2) why the bottom wall is cooler than the innerina¢ 5 secondary flow must be influencing the thermal boundary
wall for k>1 along both paths, and e difference in magnitude |ayer development.

of the temperature spikes along the bottom walls of the two paths'shown in Fig. 10 are velocity vectors of the span-wise and
To help explain the causes of the observations, an investigationyof,syersey andz, components of the velocity field, as defined by
the spanwise and transverse temperature profiles is undertakfa.|gcal coordinate system. In Fig. (80 are the secondary flow
Because the axial flow direction changes through each branch, a
separate coordinate system is established for each branch segment

in each level. The origin of the coordinate system is the apex of

the inner wall, as noted in Fig. 2. Coordinateepresents the axial 1
flow direction,y represents the transverse direction from the ori-

gin at the inner wall to the outer wall, arzds measured from the 08
bottom of the channel to the top of the channel. Because ‘
always measured from the bottom of the channel, the right-hand
rule is violated for the following branchek=2b, k=3b, k 06
=3d, k=4b, k=4d, k=4f, andk=4h. It is also relevant to note ’
that the beginning of the outer wall of a branch is not necessarily >
aligned with the origin, but may correspond to a negative value of 04l
x relative to the local coordinate system, as is the case fok the '
=3c segment, which originates at point B in Fig. 2.

Spanwise data are normalized by the channel widibf each 02k
branching level, which decreases for increasing valuds &fl- '
ues ofy’ equal to 0 and 1, respectively, represent the inner and
outer walls. Transverse temperature profiles are normalized by the 0 TN . ‘
channel depth and reported using the varialeThe variablex’ 290 295 300 305 310 315
is introduced to represent the axial distance along the inner wall TK
normalized by the inner wall length. Shown in Fig. 7 are the, ) ) . ,
spanwise temperature profiles at the ini€t=0, of each branch- z;ﬁbgnip;e;n;\{;snegtggﬂelrature profiles at  x’=1 and 2'=0.5 for
ing level along path 1, taken from they midplane atz=0.5.

There is a distinct asymmetry in the temperature profiles. The | et
fluid from the center of the preceding branch is just making con- e
tact with the origin of the inner wall, causing an initiation of the %'
thermal boundary layer at’ =0 andy’=0. Note an increase in flow a
the fluid temperature negr =0 ask increases beyond unity. On z — i
the other hand, the thermal boundary layer along the outer wall, =
y' =1, does not reinitiate at’ =0, but rather continues to change &
from branch to branch. Spanwise temperature profiles at the exit, e

x"=1, of each segment along path 1 are shown in Fig. 8. In
contrast with Fig. 7, development of the thermal boundary layer
along the inner wall, wherg’ =0, is observed for all branching Fig. 9 Temperature contours in  x-z plane at inlet of k=1

levels except fok=1. branch
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Fig. 10 Spanwise and transverse component velocity vectors at a) inlet and b) midstream location of
k=1 branch

structures at the inlet of thk=1 segment, whereas Fig. @) swirl the less cool fluid moves to the top and bottom walls, hence,
shows the secondary flow structures midstream throughkthea higher wall surface temperature. This then accounts for the
=1 branch. Note that velocity magnitude is proportional to vectdiigher temperature spikes at the bottom wall observed along path
length. Observed from Fig. 18) is a strong spanwise velocity 2 compared with path 1.
component, with a maximum velocity of 3 m/s near the channel In summary, the branching angle, which was shown by Alharbi
center, which is approximately 50% of the streamwise velocitst al. [14] to influence the pressure distribution, also influences
component. This secondary flow brings cooler fluid from the cethe bottom and outer wall temperatures and, under strong span-
ter of the channel toward the inner wall. In addition, swirl patternsise flow conditions, also influences the inner wall temperatures.
are observed near the top and bottom walls, which direct coolehe 1D code well predicts the maximum wall temperature, with
fluid from the center of the channel toward these two walls. Botie exceptions of the temperature spikes near the inlets of the
phenomena ultimately influence the thermal penetration near thiurcations. To incorporate such effects in the model would be
wall, and thereby influence the cross-stream temperature profitgsnbersome. Therefore, the angle of bifurcation should be con-
and the axial temperature distributions. Midstream down khe sidered, in addition to the model results, in the design of a fractal-
=1 branch, shown in Fig. 1B), the cross-stream velocity com-like flow network in order to minimize locations of flow separa-
ponent diminishes, but a region of swirl is still observed near thin. Inclusion of the redeveloping thermal boundary layer
top and bottom walls. The maximum velocity in the swirl regiomassumption allows the 1D code to fairly well predict the trend of
is about 1 m/s, yet still represents a strong presence, apprakie inner-wall temperature distribution and the maximum wall
mately 15%, relative to the average streamwise velocity. temperature at the channel exit. Because the primary purpose of
For all branch segments, the relative magnitude of the crosie 1D model is to provide a simple and useful design tool, no

stream velocity, which brings cooler fluid to the inner wall, diminchanges to the boundary layer development assumption are rec-
ishes along« from a maximum at the channel inlet. As the crossommended.

stream contribution to the secondary flow diminishes, the swirl ) ) )
component, which delivers cooler fiuid to the top and bottom Variable Property Analysis. To assess the third and final as-
walls, dominates. This tends to keep the top and bottom wafi§mption imposed in the 1D model, which is constant thermo-
cooler than the inner walls. This flow phenomena is clearly evithysical properties, 3D CFD results with and without temperature
denced in Figs. 11(aand 11(b), which represent cross-strearfiependence of properties is considered. Alharbi gtldl] show a
velocity components, v and w;, at the inlet and midstream locatiofignificant error in pressure drop for the straight channel array, on
of branchk=2b, respectively. The average streamwise velocity i§€ order of 17%, when assuming constant viscosity evaluated at
4.2 m/s through this branch. the mean temperature between the inlet and exit bulk fluid tem-
It was shown that the bottom wall temperature spikes are largegratures. Over the temperature range from 273 to 373 K, thermal
along path AFig. 6) than path 1(Fig. 4). This is attributed to the conductivity and molecular viscosity of water vary by as much as
angle at which the branching occurs, which influences the mag@P% and 84%, respectively. Assuming these properties to remain
tude of swirl. A cooler bottom wall temperature is anticipated fogonstant in the 1D model could result in significant uncertainty in
a stronger swirl than for a weaker swirl, as more cooler fluid e predictions. To assess the degree of uncertainty, the 3D model
swept to this wall from the center of the channel. Also, the stromvas run with and without constant property limitations. Because
ger the swirl, the less relative influence of decelerated flow. Alortje specific heat of water changes by only 1.6% over this same
path 1, the branch segmetts 1, 2b, 3c, 4f split from their lower temperature range, it is held constant in both constant and variable
level branch at angle of 20.36 deg, 30.89 deg, 28.95 deg, 24 A®perty analyses.
deg, respectively. Along path 2, the branch segments,Ra, 3a, Inner wall temperature distributions from the 3D CFD model
4a split from their lower level branch at angles of 20.36 deg, 5.1frough the straight channel and fractal-like branching channel
deg, 0.38 deg, 1.42 deg, respectively. The maximum swirl velocingtworks with and without variable properties are presented in
at the inlet of a branch that bifurcates with a shallow branchirfgig. 12. Relative to the variable property analysis, assuming con-
angle, as is the case for the last three branching levels along psitint thermophysical properties results in a 2.5 K error for the
2, is weaker in magnitude relative to the stream-wise velocitgiraight channel and less than 1 K for the fractal-like flow net-
approximately 30%, than that observed for segments experiencingrk. For the straight and fractal-like networks, these account for
a sharper branching angle, approximately 50%. The lower th€% and 5% errors, respectively, in the temperature difference
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Fig. 11 Spanwise and transverse component velocity vectors at a) inlet and b) midstream location of k=2b
branch

between the inlet and exit. Such errors are acceptable for a 1DThe heat sink consists of twelve branching networks, identical
model used to design fractal-like flow networks in a heat sinko the single network shown in Fig. 1. These twelve networks are
Because this error is expected to increase if the temperature ranganged to share a single inlet plenum forming a circular heat
of fluid properties increases, it is recommended that the tempesik. Due to the symmetric nature of the heat sink, 1/12 of the
ture dependence of thermal conductivity, in addition to the tenaircular disk is studied in the present analysis. The surface shown
perature dependence of viscosity as recommended by AlhaifiFig. 13 has energy supplied at a rate of 100 WAchhe heat

et al. [14], be incorporated in the 1D model for high heat flusink is cooled with water supplied at a total flow rate of 10 ml/s,
cases. which corresponds to 0.8333 ml/s supplied to the portion under
. . . investigation. Note that the location at which the surface is hottest,
Three-Dimensional Heat Sink Analyses. Surface tempera- about 340.5 K, occurs along the edge of the heat sink section

ture contours on a heat sink with a fractal-like flow network ar - ; - :
. S . . nsider n re n radial distan f roximatel
shown in Fig. 13. The material in which the fractal-like flow net-:éoRi%e4gd and corresponds to a radial distance of approximately

work IIIS em(l}:l)edded isZ_rI?m thick copper.hAIthOL;gr;]ﬂuidl%ropertie_s Surface temperature distributions along the fractal-like heat
are allowed to vary with temperature, those of the solid materigi,, 5,y the parallel channel heat sink are provided as a function

are assumed fixed due to their slight variation, approximately 2% neat fiux in Fig. 14. The temperature distribution for the fractal-
over a temperature range from 273 to 373 K. like heat sink is along the edge of the section under consideration
that would represent a symmetry plane. The temperature distribu-
tion for the parallel channel heat sink is at the heated surface
325 . . . midway between two channels where the surface temperature

y p

straight - constant

320 | === straight - variable
wan fractal - constant
mum fractal - variable

315}

< 310} o
- L i
305 & /'
300} [ ‘)
i
295 1
—
290 1 1 1
0 5 10 15 ‘
x (mm)
Fig. 12 Three-dimensional CFD stream-wise temperature dis- Fig. 13 Surface temperature distribution on heated surface of
tributions along inner wall of path 1 with constant and variable heat sink with fractal-like flow network; localized hot spots at
fluid properties symmetry plane near r/R=0.4
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order of 10°K for 97% of the cells, and 0.2 K for 2% of the
cells. Less than 30 localized cells out of 670,000 near the wall in
2 the recirculation region and the point at which the inner walls
originate yield errors as high as 0.8 K. Errors in velocity magni-
tude are on the order of 0.002 m/s for 90% of the cells, and 0.15
340t ] m/s for 9+% with a few localized errors on the order of 0.5 m/s.
e Errors introduced due to constant property assumptions have been

previously reported and influence both 3D and 1D model predic-

wm fractal - 100 W/cm?
= fractal - 50 W/cm?

250 nwew straight - 100 W/em
e straight - 50 W/em?

3830 tions.
< Due to memory limitations of the computer, refinement beyond
= 320 1M cells for the fractal-like branching channel heat sink model
was not possible. For 80% of the fluid cells, the error is less than
0.1 K, but there are localized errors on the order of a few degrees
3107 for the fluid cells near the walls. To assess the propagation of
these errors to the heated surface, the straight-channel heat sink
300 . . . model was modeled with a similar grid size on either side of the
0 5 10 15 liquid/solid interface, then considerably refined. No significant
x or r (mm) change in the plate surface temperature distribution was noted,
even though the fluid temperature errors were decreased to those
Fig. 14 Radial and axial heat surface temperatures along the found in the flow network analysis. For this reason, the tempera-
symmetry plane of heat sinks with fractal-like and straight, par- ture distributions presented for both heat sinks are considered
allel channel arrays, respectively qualitatively good and quantitatively acceptable. Errors in surface

temperature distributions are anticipated to be less than 3 K.

would be highest. The two heat sinks have the same heat s@knclusions and Recommendations
thickness (2 mm), heat sink material(copper), total channel
length, plate surface area, heat flux, and total flow rate. As in
case of the flow network analysis, the hydraulic diameter of t
parallel channels is identical to that of the terminal branching
the fractal-like network. The values are noted in Table 2. .

The center-to-center spacing of the channels in the parallB
channel heat sink, based on anticipated fabrication constraints™
equal to twice the channel width. Note from Table 2 that th@
convective surface area in the heat sink with a parallel chan
array is almost three times higher than for the heat sink with t
fractal-like flow network. Although the channels in the branchin
channel heat sink in this particular design are not as clos
spaced as they could be, it is obvious that a substantial benefi
the parallel channel heat sink is the higher convective area
plate surface area.

theln the present investigation, heat transfer through straight and
Heactal-like branching flow networks was investigated using a 3D
FD approach. Results of temperature distributions through a 3D
low network were compared to those predicted using a 1D model
jorder to assess the validity of assumptions imposed in the 1D
ﬁdel. These assumptions includedeveloping flow conditions
owing each bifurcation, Ra negligible influence of branching
gle on temperature distribution, andc®nstant thermophysical
id properties.
Results indicate that the first assumption is acceptable with no
ther modifications needed, even though the thermal boundary
s not truly redevelop at each of the channel’s walls following a
rcation. Due to the complex nature of secondary flow patterns
in a 3D flow network, as influenced by branching angle, no modi-

In Fig. 14, the temperature distributions are provided as a funi€ations to the 1D model are proposed. Rather, branching angles
tion of heat flux. Both heat sinks are supplied with heat fluxes §€€d o be considered independently of the model during the de-

50 and 100 W/crhand a total flow rate of 10.0 ml/s. Note that the>'dn Stage of a fractal-like flow network. Inclusion of temperature
difference in maximum temperatures of the heat sinks witiependent properties is recommended for higher heat flux appli-

fractal-like and parallel flow networks is only a degree or two. [£2tions. _ _ .

would appear that there exists little incentive to use heat sin ﬁHeat_smks with fractal-like networks, versus those with paral-
with fractal-like flow compared to parallel channel heat sink§! Straight channel arrays, were investigated. For an applied heat
given the same flow rate. It should be noted that the flow networi Of 100 Wient and a flow rate of 10 mlfs, the maximum
as proposed, is not optimized. However, there are several distifdfiPerature at the surface to which energy is supplied is approxi-
advantages to using fractal-like flow networks. For example, tiately the same between the two types of heat sinks. However,
temperature variation along the fractal-like heat sink with 10f€re is & 75% lower temperature variation along the fractal-like
Wicr is only 6 K, as opposed to a 24 K variation along thdoW network with a 10% pressure-drop penalty in the fractal-like
straight channel heat sink with the same applied heat flux. Alsol§at Sink in comparison with the straight channel heat sink for the
heat sink with a fractal-like flow network requires less convectivg'vekn geometric and rovg corrlldltlonsd. Ilzlf]turebwork relq(;urez net(—j
area than a parallel channel array to achieve similar maximuffPr< optimization now that the model has been validated an

surface temperatures given the same flow rate and applied HE¥Rroved.

flux. Unfortunately, for the same flow rate, the pressure drop

through the fractal-like network is 63 kPa in comparison to 58 kPa

through the straight channel array. There is a slight pressure-didpmenclature

penalty. However, now that the 1D model has been validated for . 3

design purposes, a more optimal fractal-like flow network for use A = area, I

in a heat sink can be found such that the ratio of the thermal Cg B z?/ﬁfgsjﬁig?j?;}ﬁ]élt(ngmm
transport to the pumping power is maximized. H = channel height, mm

Numerical Uncertainty. Uncertainty in data reported from k = branch level
the 3D CFD analysis is limited to errors caused by mesh spacing, L = channel length, mm
irregularity, nonorthogonality, and the choice of the differencing m = mass flow rate, kg/s
scheme used for the convective term. Error estimates in tempera- N = number of channels emanating from inlet plenum
ture for the variable property flow network analyses are on the n = number of bifurcating channels per segment
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= pressure, Pa
flow rate, L/s
g’ = heat flux, W/nf

Qo
Il

R = total radius of fractal-like heat sink, mm
r = radial distance along heat sink axis of symmetry of
fractal-like heat sink, mm

T = temperature, K

V = total velocity, m/s

w = channel width, mm

x = axial direction

y = spanwise direction

z = transverse direction
x" = dimensionless axial directiorALne)
y’' = dimensionless span-wise directioy/)

N = thermal conductivity, W/m K
« = molecular viscosity, N s/fn
p = density, kg/n

Subscripts

bulk = bulk
conv = convective
k = branching level
plate = plate/heat sink
i, j = coordinate indices
i, e = inlet, and exit, respectively
inner = inner wall
t = terminal
tot = total
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stephen £. umer | EXpe@rimental Investigation of Gas

Naval Undersea Warfare Center, - -
1176 Howell St. FI IVI h I
Voo oot Ow In iicrochanneis

This paper presents an experimental investigation of laminar gas flow through microchan-

Lok C. Lam nels. The independent variables: relative surface roughness, Knudsen number and Mach
. number were systematically varied to determine their influence on the friction factor. The
Mohammad Faghrl microchannels were etched into silicon wafers, capped with glass, and have hydraulic
diameters between 5 and @6n. The pressure was measured at seven locations along the
University of Rhode Island, channel length to determine local values of Knudsen number, Mach number and friction
Department of Mechanical Engineering, factor. All measurements were made in the laminar flow regime with Reynolds numbers
203 Wales Hall, ranging from 0.1 to 1000. The results show close agreement for the friction factor in the
Kingston, RI 02881 limiting case of low Ma and low Kn with the incompressible continuum flow theory. The
effect of compressibility is observed to have a mild (8 percent) increase in the friction
factor as the Mach number approaches 0.35. A 50 percent decrease in the friction factor
Otto J. Gregory was seen as the Knudsen number was increased to 0.15. Finally, the influence of surface
University of Rhode Island, roughness on the friction factor was shown to be insignificant for both continuum and slip
Department of Chemical Engineering, flow regimes. [DOI: 10.1115/1.1797036
210 Crawford Hall,
Kingston, RI 02881 Keywords: Channel Flow, Experimental, Heat Transfer, Microscale, Rarefied, Roughness
Introduction tween 0.51 and 19.7@m and lengths of 10—11 cm. The pressure

As one of the basic elements of micro electro mechanical 531 t and downstream of the microchannel outlet. The flowrate was

tems (MEMS), microchannels have been utilized in micro-hea . . . - .
sinks, ink-jet printer heads, micro-gas sensors, micro-refrigerato gtermlned by measuring the time required for the gas to displace

and many other micro-fluidic systems. Flow and heat transf rk:(é\g:q;\glglg??hgr"g;;g :/r\]/itar:g?ﬁZln?gtizgiePtgiggQ?;Igenlgr\:websglrggé-
through microchannels have been investigated during the | %

. i mined by an isothermal, locally fully developed model includ-
twenty years to determine if the small characteristic length causig slip velocity. The experimental Poiseuille number for all the

deviation from continuum flow behavior. Early research by TUdeata is within 8 percent of the theoretical Poiseuille number.
erman and Peagd] showed that laminar flow of water through a Choi et al.[5] performed experiments to measure the friction
microchannel heat exchanger could dissipate up to 790 Wiam IIactor and Nusselt number for nitrogen gas flow through micro

heat flux that is generally achieved only with boiling liquids. Afte . .
the realization of such high rates of heat transfer, additional invet%tﬁfaségrr]gl}uﬁﬁe?g?aerﬁef dr?rr(])grr?dofg)on(q)zs ttgigloin&thﬁhrglﬁngewas
tigations were conducted in both fluid flow and heat transfer i 9 9 e : L -
microchannels. assumed to be fully developed since the length to d|amgter ratio
Peiyi and Little[2] measured the friction factor for gas flow'Vas between 640 and 8100. Using the Fanno flow equations, the

erage laminar friction factors were reported to be 20 percent

through microchannels of rectangular cross-section. Chann Vser than the theoretical value. ah®e was found 1o increase as
were chemically etched in silicon and abrasively etched in gla; Ical value, w u :
e Reynolds number increased.

with heights ranging from 28 to 6m. The surface roughness

was not measured, but the glass channels were reported to peeng and Pgtersc{rﬁ] measgred the friction factor for water
égﬁw through microchannels with a rectangular cross-sections and

rougher than the silicon channels. The data for both the silic - . 2
and glass channels showed substantially higher friction fact 5133<Dh<0'3‘.13 mm. The test sections cqn5|sted of foursnm!lar
than those predicted by the Moody’s chart: 3 to 5 times higher fgpcrochannels in parallel ywth a common inlet and outlet. Using
the glass channels. ' pressure data from the microchannel inlet and outlet, they found
Pfahler et al[3] conducted flow experiments with liquid andthe friction factor for laminar flow to follow the curvé Re!%8
gas through microchannels with rectangular and trapezoidal croggConstantrather thanf Re=Constanexpected for laminar flow.
sections. The channels had heights of 0.5-38n7, widths of |N€ channel surface roughness was not reported in this
55—110um, and typical surface roughness of 1 percent as mggvestigation. ) ,
sured by a surface profilometer. The friction factor was measured”0nd et al{7] fabricated a microchannel of rectangular cross-
for isopropanol, silicone oil, nitrogen, and helium flows based Gpfction(40X1.2um) equipped with thirteen pressure sensors built
inlet and outlet pressure measurements. For the isopropanol 4} the test section. Local pressure measurement was used to
silicon oil flows f Re was measured between 73 percent and 1680w that the axial pressure distribution is non-linear for gas flow.
percent of the theoretical value based on incompressible flow; tBih et al.[8] conducted flow tests with nitrogen and helium
higher values off Re were obtained in the larger channels. ThErough the same microchannel. An effective tangential momen-
nitrogen and helium gas flow experiments resultedf Re be- tum accommodation coefficient was determined such that the

tween 81 percent and 98 percent of the theoretical value, wiih¢asured pressure distribution closely matches the theoretical
f Re generally increasing as Re was increased. pressure distribution for helium flow. For nitrogen flow, the mea-

Harley et al[4] conducted flow experiments with nitrogen, heSured pressure along the channel length was found to be greater

lium, and argon through microchannels with channel heights pihan the predicted pressure. ) ] ]
Pfund et al.[9] conducted experiments with water flowing

Contributed by the Heat Transfer Division for publication in tf@BNAL OF through regtangular microchannels with heights between 100 and
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 4,500 um, width of 1 cm and length of 10 cm. To understand the
2003; revision received June 8, 2004. Associate Editor: K. D. Kihm. influence of surface roughness on the friction factor, the lower

}nd temperature were measured upstream of the microchannel in-
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surface of the channel was roughened by using base plates mad
of polyimide, Lexan, and brass. The upper surface of the channel
was a Lexan cover plate. The base plate surface roughness wa
measured to be 0.13, 0.19, and 0% for the polyimide, Lexan,

and brass, respectively. Although the relative roughness was less
than 103, flow over the brass base plate was found to have a
higher friction factor than flow over the Polyimide base plate.

Takuto et al[10] conducted gas flow experiments through one
microchannel with a triangular cross-section and two with trap-
ezoidal cross-sections. The ratio of the measured friction factor to
incompressible theoretical friction factgnormalized)was pre-
sented for channels with hydraulic diameters between 3 tar0
For tests conducted with both nitrogen and helium the triangle
cross-section channel exhibited a normalized friction factor be-
tween 1.0 and 1.2. The trapezoid channels exhibited a normalized
friction factor between 0.8 and 1.0.

In a recent review of single phase flow and heat transfer data at
the microscale, Guo and [1L1] discuss the influence of gas rar-
efaction, the combined influence of channel size and “predomi-
nant factors”, and surface roughness. A primary conclusion of
their review is that the small characteristic length of microchan-
nels enables large variations of flow propertipeessure, density,
velocity), even in the absence of rarefaction. The viscous domi- . . )
nated flows make it necessary to evaluate gas flow/heat tranér';fq%rtl Top view of microchannel with local pressure measure-
data using a compressible equation of state. They recognized thal
there can be significant differences between inlet and exit Mach

numbers and that flow compressibility is likely to influence th%OIdS numberf Re, was found to be within 63 to 66 percent of the

1 mm wide 200 pm wide
flow channel \ sidechannel

Inlet === Outlet

friction factor and Nusselt number. Surface effects like frictio ; . .
induced compressibility, surface roughness, viscous forces 8oretlcal value based on incompressible flow. For the range of

axial heat conduction were attributed to the large surface area stzsyedtthe was constarlt. ?uﬁsequ?rgly, tak: Caler?]t'on errort W?S
volume ratio of microchannels, compared to conventional duc und in the measurement of channél depth, which accounts for
deviation between measured and theoretical friction factor.

Finally, it was acknowledged that deviation between experimen | Ffort 1o | tinat ; h T tla]
results and theoretical values could be a result of entrance 21 €NOrt 10 INVestigate surtace rougnness, turner

effects and measurement error rather than novel phenomen & cribed fabrication of microchannels with corrugated periodic
microscale. surface features. A pattern of lines perpendicular to the flow di-

Two recent experimental investigations have focused on detkgction was fabricated on the silicon surface with a nominal line-

mination of the tangential momentum accommodation coefficie\é\:’tIdth of 12 yum, a spacing of 1:m and a height of 0.4.m.

. . omparison off Re for smooth and corrugated channels of the
TMAC). Arkilic, Breuer, and Schmid{12] have conducted gas -
1E|ow exz)eriments through a microchartlne% of 1,88 height 5293 same depth shows no apparent effect on the friction factor. The

; riction factors reported in this paper were also lower than the
pm width, and 749Qum length. Ar, N, and CO gases were teste heoretical value because of the calibration error mentioned
through the channels which have polished Si surfaces with a trﬂﬁove

native oxide layer. The surface roughness of the microchannel ISThe measurement equipment was calibrated and additional mi-

reported to be less than 0.658B um. They report values of ; -
TMAC between 0.75 and 0.85 for KfD.1. For Kn<0.1, there is crochannels were fabricated and tested. The resulting flow data

At ; . as reported in Turner et gl16]and showed close agreement in
3|gn|f|cant scatter in the reported data. Maurer, Tab_ellng, and the limiting case of low Ma and low Kn with the incompressible
laime [13] conducted gas flow tests through a microchannel o

A . . ntinuum flow theory. In this paper, a new method was reported
1.14 um height, 200um width and 1 cm length with a surfaceq, tapricating microchannels with uniformly rough surfaces. For

roughness reported to be 20 nm. Their microchannel had one sjljz range of Knudsen numbers tested, 0:0RB<0.04, the sur-

con surface and one glass surface. Experiments were condugg& roughness exhibited no effect on the friction factor.
with helium and nitrogen with the averaged Kn in the range 0.002 o can be seen from the review of the literature, there is a lack

to 0.8. From the flow data TMAC was calculated to be 0.9 with¢ -onsistency in the previously reported microchannel flow data.

- 8bme data, even our preliminary data, suggests that the friction
ducted by Arkilic et al.[12] and Maurer et al[13] measure the t5c(or for the micro-scale is lower than that predicted by con-

pressure at the entrance and the exit. Both neglect entrance ggm theory. Other reported data indicated that the friction fac-
exit effects. The variation of TMAC at low Kn, raises questiongy, is higher. Additionally, within the laminar flow regime, the
about verification of the experimental data in the limiting case Gfiction factor has been found to increase as the Reynolds number
small Kn (in continuum flow range). Such verification of the exXjncreased. The deviation between experimental data and theory
perimental measurements without the influence of rarefactippys heen attributed to surface roughness and to microscale effects.
would lend more credibility to measurements with the presence he purpose of this present research is to systematically show the

rarefaction. effects of rarefaction, compressibility and surface roughness on

A local pressure measurement technique was reported {i |aminar friction factor for gas flow through microchannels.
Turner et al[14]to directly measure the axial pressure profile for

compressible gas flow through microchannels of reCtang“'E’)éperiment
cross-section. Three microchannels were tested with nitrogen an

helium havingD,, between 9.7 and 46.6m. Laminar flows were  Flow Geometry. The test section was designed with a main
tested for Reynolds numbers, &:6Re<1000. By measuring the flow channel and five side channels equally spaced between the
pressure along the length of the channel, the average friction faglet and outlet. Figure 1 shows a top view of the flow channel and
tor was calculated between the internal pressure tranducers. ¥ five side channels that lead to pressure transducers. The nomi-
each of the microchannels, the product of friction factor and Repal channel length and width were fixed at 30 mm and 1 mm
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"1 1. Start with polished silicon wafer substrate

Silicon
""" 2. Grow 8000 A layer of thermal SiO, on the silicon wafer
E Spin cast positive photoresist on top of SiO,

E Place photomask over photoresist and expose through UV light
Remove photomask and disolve exposed photoresist in positive
E developing solution
ﬂ Etch through SiO, with buffered HF solution . . . .
M Fig. 3 Schematic of anodic bonding apparatus

[F===—=—==-== Remove photoresist by RCA clean

Hot Plate
450 °C

s a space charge at the silicon/glass interface. Then oxygen in the
) ) ) ) B glass combines with silicon at the interface to form Si&hd a
Fig. 2 Process steps to fabricate microchannels into a silicon permanent bond.
wafer

Microchannel Characterization. The microchannel width,
height, and surface roughness were measured with a Sloan Dektak
I1A surface profilometer. Ten cross-section scans were made along
the length of each microchannel. The data from each scan was

\'Irvr?ger;‘ig g?%l?erluhggxit d\;vr?:svzg'??aggt)\llvvsse?n%?]tz?r?ezoggéw processed to calculate the average width, height, and surface
9 p ughness. The channel width was measured between the side-

1_/20 so that the eff_ects of angled sidewalls can be neglected. Sils at half the channel height. The surface roughnessyas

S'd(.e channels, which lead to the pressure transducers, enter IéFermined from multiple 8@&um segments of each cross-section

(Ta'n channel through the side wall. The width is 208 and the oo, "ajinear curve fit was applied to the data in each segment
epth is equal to the microchannel depth. The su:_ie chann_el_ WIS the average deviation from that curve was calculated. The

was made to be 20 percent of the flow channel width to minimi eak to peak surface roughnessjs two times the average de-

flow disturbance. A short distance away from the flow Channe".tv?ation. The width, height, and surface roughness measurements
\rlgdtjri]rgcfi tscl)dte)u(izlzal;milt:ii mr%r:;usreedaiothle mrn;s?urrsdt?;r?smec;rm& the ten scans were averaged to give a final width, height, and
q P P P Jurface roughness. An optical microscope with a micrometer stage

Test Section Fabrication. The microchannels were etchedwas used to verify the 5 mm spacing between the side channels. It
into 100 mm diameter polished silicon wafers using photolithogvas also used to measure the minimum distance from the inlet and
raphy and wet etching. Bare silicon wafers were oxidized in @utlet holes through the glass to the nearest side channel.

furnace to grow an 0.7&m thick layer of SiQ. Positive photo- . )
resist(Clariant AZ 4400)was spin coated onto the oxidized sili- Surface Roughness. To assess the influence of surface rough

con surface and a broad spectrum UV light source was used\%ess on the friction factor, the relative surface roughnesd,
P 9 OW3s varied. Three pairs of test sections were fabricated for direct

expose the photoresist through a photomask having the miCiQs, 2 ison of smooth and rough surfaces with channel heights of
channel pattern as shown in Fig. 1. After develop{rgmoving)

. 5, 10, and 50um. The smooth microchannel surfaces were ob-
the exposed photoresist, the uncovered ,Sidyer was etched tained by etching100) silicon wafers in 30 percent KOH solution

down to bare silicon in buffered hydrofluoric acid. The etch rate : o
SiO, in hydrofluoric acid is over 100 times faster than the etc(E e)llswvs;;lgshgzgsgrgd ;hges;rf;%er;%u%hgfo%s%%fége smmooth chan-
rate of silicon in hydrofluoric acid, so the silicon surface was The challenge associated with fa?bricétion of :rdugh micro-
?ggﬂg:éeyvi;naiggnsetﬂgas\/lijga(;er; ;%;gpgéwgﬁnpht%fr:rﬂﬁg%ﬁ%nnel surface was to produce a channel of uniform depth and
9 . 9 niform roughness along both the channel length and width. Fol-
wafer surface except for the intended microchannel pattern. T, %ving the work of Sato et a[18]and Kang et al[19] the rough
exposed silicon was then etched with a potassium hydroXitig, ,o|s were etched into polisheid0) wafers with 37 percent
(KOH) solution. KOH is a directional etchant that etches {20) KOH solution at 70°C. This method was used to fabricate three

plane of silicon at a much faster rate than {i&1) plane or the microchannels with hei .
; . ghts of 5.2, 9.9, and 5@ with surface
SIO, mask. The angle between thLD) and(100) planes is 54.7 roughness measured to be0.33, 0.18, and 1.am, respectively.

?;Cgé Stl(wjé (aii]t)he|Er?eHbgtzc:n‘iZsfhtﬁeSIQiCc;)gwg(l)lrmsgl ttr?aiht?u\elvifhea:nsnwg show the difference between the smooth and rough microchan-
! p : fels, images were taken of each microchannel through a micro-

cross-section has a trapezoidal shape. The aspect ratio Of. gSpe. A representative cross-section scan for each microchannel
microchannels was purposely made high so that the angled si €d in this investigation is shown in Figga4h. The top sur-

Waxfstecraentcﬁnne%giﬁgbyt‘g f%?rrﬁﬁz frt]?cprzc"’lhrgnsnl?g%nngéu ace of both the smooth and rough microchannels was a smooth
. g ) lass disk. The surface roughness of the glass was measured to be
ing the channel dimensions, the channel was enclosed by bon |

G Y9he range 0.0014e<0.003 um. Since the width of the micro-

a glass disk to the surface of the silicon wafer. Anodic bondin : . o
was selected as the preferred bonding method since there is dir&1 nnels is much larger than the height, the test conditions closely

. - approximate flow between parallel plates in which both plates are
contact between t_he glass aF‘F" the wafer, anc_i since It make 66 oth, or one plate is rou%h and I?he other is smooth.p
permanent hermetic seal. Additionally, the anodic bonding process
does not cause any change in channel dimensions and there is nfest Stand/Instrumentation. Fluid flow tests were con-
intermediate adhesive layer to account for. The anodic bondidgcted using two test stand configurations. The test stand shown
process is described by Mirza and Ayfiti] and requires only a in Fig. 5(a) was used when the gas pressure was greater than
hot plate and a high voltage DC power supply. The wafer arstmospheric pressure. The compressed gas pressure was reduced
glass were aligned as desired and set on the hot plate with tbeabout 900 kPa with a single stage pressure regulator and then
positive electrode connected to the silicon and the negative eleeeduced again through a two-stage pressure regulator to provide a
trode connected to the glass as shown in Fig. 3. The hot plafable pressure at the microchannel inlet. The test stand was re-
temperature was set to 450°C and the power supply was set benfigured as shown in Fig(5) when flow tests were conducted
tween 2000—3000 VDC. Positive sodium ions (Nan the glass at pressures below atmospheric pressure. Upstream of the mani-
become mobile and migrate toward the negative electrode, leaviiodd, the gas passed through a desiccant and guin8filter to
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Fig. 4 Cross-section scans for microchannels:
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x (microns)

(9)

(a) 031; (b) 072; (c) 024; (d) 186; (e) 319; (f) 110g; (g) 110d; and (h) 110b
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Table 1 Microchannel dimensions

. sm:;lecmr Valve a —— W 0 T D, -
- Channel  (um) (um) (um) (uem (um) el/H
] osomim 031 1053 2349  26.80 4688 00082  0.004
e s ssommn 072 1056 5213 26.69 10.375 0.0096  0.002
s 024 1061  12.285 26.82 24289  0.052 0.004
Regulator ppee 186 1059 21430 2659  42.010  0.031 0.002
Compromed Gts @ 319 994  50.097 26.87 95.384  0.054 0.001
110g 1051 5178 26.75 10.305  0.33 0.06
110d 1100 9.916 2512 19.655 0.18 0.02
110b 1056  50.201 2520  95.846  1.62 0.03

0-5 ml/min Test Stand

Vacuum

0-50 mi/min [
i Pump

Experimental Methodology. The objective of the experi-
Accumulator ments was to systematically determine the influence of rarefac-
) tion, compressibility and surface roughness on the friction factor
for gas flow through microchannels. The relevant dimensionless
parameters are the Knudsen number, Kn, which describes the de-
gree of rarefaction, the Mach number, Ma, for compressibility,
ande/H for surface roughness. The Knudsen number is defined as
Kn=\/H, where\ is the mean free path of the test gas &hés
the microchannel height. To determine the influence of rarefaction
r(lﬂethe friction factor, smooth channels with smalH were tested
fow velocities such that Ma was small. Kn was increased by
ependently increasing and decreasingl. A was increased by
nging the working fluid from nitrogen to helium. For a given
ssure and temperature, the smaller molecule will have a greater

0-500 m/min [ Desiccant

Pipette _TTTTTTIITIIT >

Fig. 5 Microchannel test stand (a) Pj,e=>1 atm and (b) Pjyet
<1 atm

ensure it was dry and free of solid particles. Omega PX811 al
PX212 series pressure transducers were used for pressure e
surement. The volumetric gas flow rate was measured where
gas was at atmospheric pressure. Three Cole-Parmer differe:%
pressure flowmeters were used for flow ranges of 1-5, 5-50,

50-500 mL/min. For very low flow rates, a graduated pipette w. ean free pathNeum 3 nivogen - Additionally, the pressure was

used. A few drops of water were injected into the horizontal P cad helow atmospheric conditions to further increase the in-
pette. The time for the water meniscus to travel through a fIX? rmolecular spacing
volume was measured to calculate the volumetric flow rate rq nquence of compressibility on the friction factor was de-

through the microchannel. - - : h L .
The interface between the test stand and the test section is rﬁm;%egokl);/ tk:?g;;?]sg]%m'\g%’thwmilsrorgﬁgﬁg:zgl&cml)nugmcgow

mﬁ]ri]gtczjl(rjeShog?Tl?hglr?ﬁc?(;oLh?elnlgtsizgﬂe%ugfttﬁgnsa\:efll(z)k\]/vh:r\:gtﬁe velocity and Ma increase along the channel length, the local
yp ple p . 9 essure measurements were used to evaluate the local friction
pressure transducer to measure the static pressure. The otherf N

pggsshnréh;lé?]angli(gdlgfcargéﬁ;ﬁﬁ:fgﬁ ttrsn.f_g:Crignﬁ?ozgea:r%istia_ufhe effect of surface roughness was determined by direct com-

{)erchan e of t%e ressure transduce?s fo match the rgssure . arison of the friction factor for channels of the same height, but
9 press ! P iferent surface roughness. Channels etched (@) silicon

of the test. The holes in each test section mate up to the ports )

are sealed by soft, 50 durometer O-rings. A retaining ring fits over ers result in quite smooth surfaces 0.8¢2:0.06 um which
eight threaded studéot shown in the figurefo seat the test comparable to the glass which caps the chan(®B014<e

section against the O-rings. After installing a test section in t<0'003'“m)' Microchannels etched intd 10 silicon wafers re-

. : i Ited in a uniform surface roughness in the range Q«k81.6
manifold, a leak test was performed between the manifold inle depending on the etch depth. The comparisor bétween

22:' tehfemttllgtto?f ;I:]%ﬂt?lvgn;itlatgﬁ.tﬁgﬁlgﬁbwﬁitde?ehg?:)gvgl: t fhooth and rough channels was carried out for the three cases of
g 9 g- continuum, rarefied and compressible flow.

closed. Another valve was connected downstream of the flowmeé-
ter. The microchannel was charged with nitrogen up to 10 psig
and then the downstream valve was closed. After the pressure
equalized through all the side channels, the system was requigggherimental Results and Discussion

to maintain the equalized pressure without loss for one hour. ] ) ] . )
Eight microchannel test sections were fabricated using the pro-

cesses described above. Five smooth channels were etched into
(100) silicon and had hydraulic diameters in the range<dDy,

<95um. The three channels with rough surfaces were etched
@ Wafer Retainer into (110 silicon with 10<D,<96 um. The dimensions of the
eight channels are listed in Table 1. The number that is used to
identify each channel is either part of the wafer serial number or
- Test Section the wafer crystal orientation.

Flow tests were conducted through each microchannel with the
inlet above atmospheric pressure and the outlet at atmospheric
pressure. The tests were conducted with nitrogen and helium gas
for each microchannel except the smallest, 031, which could de-
plete the compressed gas cylinder before reaching steady condi-
tions. An air compressor was used to provide steady pressure to
the inlet of microchannel 031. Baseline tests were also conducted
through microchannel 319 with air to verify the data obtained
using microchannel 031. The friction factor was calculated from
Fig. 6 Test section manifold and instrumentation experimental data using the following equation.

Flow Out
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Microchannel 031
D,=4.688 pm
&/H=0.004
0.0004<Ma <0.005
0.005<Kn <0.03

—+-Re=0.018
& Re=0.13
—&—Re =020
-e-Re=0.28
—*-Re =037
—-Re=0.50

—+-Re=152 -&Re=263
—A-Re=365 -#-Re=471
—*%-Re =568 -o-Re=670
-8-Re =774

@
=3
=1

500
—4—Re =876

)
A
=3

Pressure (kPa)
8 ]
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Pressure (kPa)
8
[=]

g

&

Microchannel 319
D,=95.384 ym
&£/H=0.001

=3
=]

100 50 0.05<Ma<0.4
0.0004<Kn <0.001
0 o
- 0.0050 0.0100 0.0150 0.0200 0.0250 0.0300 - 0.0050 0.0100 0.0150 0.0200 0.0250 0.0300
x {m) x {m)
Fig. 7 Axial pressure distribution for air flow through micro- Fig. 8 Axial pressure distribution for air flow through micro-
channel 031 channel 319

accelerate. The shear stress at the wall is proportional to the ve-
locity gradient normal to the wall, so the pressure gradient in-

= & (1) creases along the channel.

PZ—P3 | ( Pl)
L

—_— n —_—
RTG P,

Local Knudsen Number. The local pressure data is used to
Equation(1) was derived from one-dimensional conservation gfalculate Kn along the channel length. The mean free path of the
mass and momentum equations assuming compressible, isot§@g is inversely proportional to pressy2?2], so Kn increases
mal gas flow with no-slip boundary conditions. Details of thélong the length as the pressure decreases. A plot of Kn against
derivation can be found in Choquette et[&0]. To facilitate pre- the distance from the inlet, is shown in Fig. 9 for air flow through
sentation of data, the experimental friction factor was normalizédannel 319. The plot shows that all the Kn profiles approach a
by the theoretical friction factor for fully developed flow throughconstant value at the outlet since the pressure is atmospheric. It is

a rectangular cross-section having an aspect ratiotH/W. clear that along the channel length, Kn is significantly lower than
the outlet value. Consequently, in the present investigation the
f Re=96(1—1.3553v+ 1.946 7% — 1.7012+°+ 0.9564* local Kn is used to show the dependencef oh Kn. The figure
5 also shows the influence that pressure has on Kn. In subsequent
—0.253%) (2)  tests, Kn was driven into the slip flow regime by lowering the

Equation(2) is an empirical equation reported by Shah angressure below atmospheric pressure.

London[21]which approximates the two-dimensional exact solu- Continuum Friction Factor and Entrance Length. The ex-

tion for the fully developed friction factor within 0.05 percent. perimental method was validated by conducting flow tests through

large smooth microchannels. Experiments conducted with nitro-
en in microchannel 319 resulted in K0.001, which indicates
tinuum flow. Figure 10 is a semi-log plot of the local product

e plotted against the dimensionless distance from the Xfet,
131<Re<1010. For this microchannélRe=89.9 is the fully

Axial Pressure Distribution. During each flow test, the pres-
sure was measured at the inlet, outlet, and five equally spa
locations along the microchannel length. The static pressure s,
plotted against the distance from the inlet in Fig. 7 for air ﬂov\[or
through microchannel 031D(,=4.688xm). The curve on the . .
bottom of the graph ShOWSq'[Fle pressﬁre)data for a low Reynol%l%vemped value bafed on |ncompre35|_ble theory. Eor eaCh Re
number test conducted at sub-atmospheric pressure. The othermed’ the value ok* was calculated using at the mid point
curves show the axial pressure distribution for inlet pressures (REWeen pressure measurements. The valug€ afalculated be-
tween 300 and 600 kPa; the outlet pressure was maintainedV4gen the entrance and the first side channel are €07
about 101.3 kPa. When the ratio of inlet to outlet pressure i50.13, withX* =0.017 corresponding to Rel010. Between the
small, the change in gas density and velocity along the chanffigst and second side channels, 6:06* <0.46, indicating that for
length is small and the pressure profile appears linear. As tldge Re, the entrance region extends past the first side channel.
pressure ratio is increasétly increasing the inlet pressyrehe
pressure profile becomes increasingly nonlinear. The range of Kn
reported in Fig. 7 extends into the slip flow regime. However, to  octe

confirm that the non-linear pressure distribution is not an effect of Microchannel 319
H . . 0.0014 D,=95.384 um
rarefaction, but rather an effect of the compressible fluid, the pres- £/H=0.001

0.05<Ma<0.4

sure profile for continuum flow is presented in Fig. 8. This figure  ooo12
reports the pressure profile for air flow through microchannel 319
(Dp=95.384um) in which Kn<0.001. The inlet pressure was
varied between 150 and 325 kPa and the resulting Re were be- % oows
tween 152 and 978. For isothermal gas flow through a channel of §
constant area cross-section, the conservation of mass requires tha* o.0008
the product of density and average velocity is constant. Conse-  o.oo0s
quently, Re remains a constant from inlet to outlet. Again, the
pressure profile becomes increasingly nonlinear as the ratio of
inlet to outlet pressure increases. Gas flow through microchannels 0
represents a unique case of compressible flow in which Re and : 00050
Ma can be small while changes in pressure and density from the

inlet to the outlet are significant. As the gas flows through theig. 9 Local Knudsen number for air flow through microchan-
channel, the pressure and density decrease, causing the gaselt@19

0.001

umber

——Re =152
-4 Re=365 - Re=471
-*%-Re =568 -o-Re=670
-85-Re=774 -A-Re=876
—©-Re =978

0.0002

0.0100 0.0150 0.0200 0.0250 0.0300
x {m)
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160 15
#318, D,=95.384 pm, £/H=0.001. 0.001<Kn<0.004, 0.01 < Ma < 0.1, Uncert: Max=5.5%, Avg=3.0%
186, D,=42.010 pm, £/H=0.002, 0.003<Kr7<0.009, 0.0003 < Ma < 0.03, Uncert: Max=6.8%, Avg=4.7%
140 14 A024, D,=24.289 um, £/+=0.004, 0.004<Kn<0.015, 0.0008 < Ma < 0.013, Uncert: Max=8.3%, Avg=5.2%
+ ©072, D,=10375 pm, £/H=0.002, 0.01<Kn<0.03, 0.0004 < Ma < 0.002, Uncert: Max=4.6%, Avg=4.6%
% 13
120 .
x, 12
100 4
SRR P
& + 50 80 . L
80 f 1 o 0 sesen
- theory
ot 4 asa saidpamen
60 o Re=131 m Ro=153 09 .
Microchannel 319 A Re=262 ® Re =360
40 { D»=95.384 um - Re=421 X Re =462 08
&/MH=0.001 © Re =566 Q Re=615
0.04<Ma <0.3 A Re=668 o Re=771 or
201 0.0005<Kn<0.001 X Re =823 + Re=1010
Uncertainty: Max=8.7%, Avg=3.9% _fxRe=89.9 0.6
0
001 0.10 1.00 10.00 05
- : | ) 0.01 01 1 10 100 1000
X* = (0D, }iRe Re
Fig. 10 Local friction factor for nitrogen flow through micro- Fig. 12 Average friction factor for helium flow plotted against
channel 319 Reynolds number

The data in Fig. 10 shows theRe=134 for the smallest value of the pipette method while a calibrated differential pressure flow-
X*. As X* increases,f Re decreases, approaching 89.9. Thimeter was used for the remaining data. Even though the pipette is
trend is observed in the data between the entrance and the first calibrated for flowrate measurement, the deviation is small
side channel. However, between the first and second side chane is considered sufficiently accurate for low flowrate measure-
nels, even foX* =0.06,f Re~85-86. Between the entrance andnent. This figure shows close agreement between the experimen-
the first side channel, the friction factor is affected by both devetal friction factor and that predicted by incompressible theory for
oping flow and entrance geometry effectssharp-edged, a broad range of laminar Reynolds numbers in the continuum flow
rounded, . . . ), while the friction factor between the first and secegime. Additional experiments were conducted with helium
ond side channels is only affected by developing flow. It is clednrough the same smooth microchannels. The molecular weight of
that the entrance geometry has a dominant influende Bast the helium is 1/7 of nitrogen, so the resulting Reynolds number is
first side channel, the flow technically remains in the developinguch lower. Additionally, the mean free path of helium is 3 times
region since the velocity never becomes constant. The averageater than nitrogen, so Kn is increased by a factor of 3. The
f Re between the first and last side channels is BRe<<90(very average friction factor for the helium test cases is plotted against
close to the theoretical valyewhile the local values of Re past the Reynolds number in Fig. 12. For the largest microchannel
the first side channel begin at 85, increase mildly to 91. For tti819), the experimental friction factor agrees with the theoretical
larger Re, the local values dfRe near the exit are observed tovalue. AsDy, is reduced, the friction factor tends to decrease. This
increase above 91, since they are also influenced by local Mashmost notable with microchannel 072 in which ¥0.01 for the
number(this effect is treated independently in a later segtidihe entire length of the channel.
primary conclusion drawn from Fig. 10 is that the entrance geom- . . .
etry has a significant influence on friction factor measurements. JtRarefaction Effects. The effect of rarefaction was isolated
explains why some researchers have obsefviedincrease with from thg influence of compressibility and surface roug_hness by
Re in the laminar flow range when only inlet and outlet pressure §9nducting low Re, low Ma flow tests through smooth microchan-
measured. Subsequent reportingfdh this paper exclude data N€!S- FOr a given microchannel, Kn was varied by testing gases
from the entrance region. with different mean free paths}.ge%%ai[).and by.decreasmg the_
After validating the experimental setup, flow tests were coy€Ssure to below atmospheric conditions. Microchannels with

ducted at higher Kn through smooth microchannels with smalldfiferent heights were also tested to expand the range of Kn. Ad-

hydraulic diameters. The inlet pressure was varied between 1@/ionally, since Kn increases along the channel length the
essure decreasethe local pressure measurements were used to

and 700 kPa and the outlet was maintained at atmospheric prg ) he friction f for four diff | f
sure. The average value 6ffyeqy along the channel length is etermine the friction factor for four different values of average

plotted against Re for nitrogen flow in Fig. 11. As Re increased” along th_e channel. The experimentad/as normaliz_ed by_the
from 1.8 to 2.8 for microchannel 072, a 5 percent decreasesin NCOMPressiblef eqy from Eq. (2) and is plotted againskn in
observed. The flowrate for the lower Re data was measured wil- 13- The figure shows close agreement betWeeTd f yeor, for

1.20

16
4318, D,=95.384 um, £/H=0.001, 0.0005<Kn <0.0013, 0.04 < Ma < 0.3, Uncert: Max=8.7%, Avg=3.9%
W86, D,=42010 pm, £/H=0.002, 0.0005<Kn<0.003, 0.01 < Ma < 0.25, Uncert: Max=8.9%, Avg=4. 7%
14 A024, D,=24.289 um, £/H=0.004, 0.0009<Kn <0.005, 0.01 < Ma < 0.18, Uncert: Max=7.5%, Avg=4.8%
@072, D,=10.375 pum, £/H=0,002, 0.002<Kn <0.012, 0.0006 < Ma < 0.013, Uncert: Max=8.2%, Avg=5.5% 1.00
13
12 0.80
11 f
f . ® Finoory
.
fomory 1 * LELLL RISV ¥ Lo 0.60
09
08 0.40 o 186 D,=42.010 um, £/H=0.002, .0009<Ma <.25, Uncert Max=9.8%, Avg=4.7%
0 024 D,=24.289 pm, £/H=0.004, .0008<Ma <.18, Uncert: Max=8.3%, Avg=5%
07 a 072 D,=10.375 um, £/H=0.002, .0003<Ma <.013, Uncert: Max=8.5%, Avg=5.5%
0.20 o 031 D,=4.688 um, £/H=0.004, .00008<Ma <.001, Uncert: Max=8.2%, Avg=8.2%
06 ’ Eq. (4), F=1
-------- +5%
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Knudsen Number
Fig. 11 Average friction factor for nitrogen flow plotted
against Reynolds number Fig. 13 Influence of rarefaction on the local friction factor
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Kn<0.01, (continuum flow regimg As Kn was increased above 15

0.01,f was found to decrease significantly. In faictlecreased to 14 Morochannel 919
50 percent of the continuum value when Kn reached 0.15. This is 3] eH=0001

0.0004<Kn <0.001

considered the slip flow regime which exhibits a non-zero tangen- Uncertainty: Max=7%, Avg=3.7%

tial velocity at the boundaryu(y= +H/2)+0.

From the kinetic theory of gases, the slip velocity boundary , ™ . e
condition for flow between parallel flat plates(isee Arkilic et al. fosory 1
[12], Choquette et a[20], Ebert and Sparroy23]): 09

2—F\ du

?a

124

0.8
(3) + Experiment

Uy = 07
—Numerical fRe = 96+8.17Ma +59.57Ma’

w
0.6

In Eq. (3), F is the fraction of molecules that strike the wall of the os
microchannel and reflect at a random an@léfuse reflection, 0 005 04 045 02 025 03 035 04
also called the Tangential Momentum Accommodation Coefficient Mach Numbeor

(TMAC). At t_he molecular level, surfacgs are generally rough arﬁg. 15 Effect of compressibility on local friction factor for air
behave as diffuse reflectors £ 1). Application of Eq.(3) to the 4 through microchannel 319

momentum equation and solving for the friction factor yields the

following expression, in whicH peqry is the continuum value df

for Kn=0.
channel 319. The local friction factor is calculated between adja-
f _ 1 4 cent pairs of side channels and is plotted against the average value
ftheoryf 2—F “) of Ma between the two side channels. The experimehtal
1+ G(T) Kn creases about 8 percent above the theoretiaalMa increases to

0.35. Asako et all24] has conducted a complementary numerical
As a point of referencer; was set equal to unitgall molecules investigation of the effect of compressibility on the friction factor.

reflecting diffusely at the microchannel walland Eq.(4) was A curve that showd as a function of Ma for air flow through

plotted in Fig. 13. Two additional lines &t5 percent with respect parallel flat plates withH =50 um andL =5 mm is shown in Fig.

to Eq. (4) were also plotted in Fig. 13 to show the degree of5 for comparison with the experimental data. There is good

agreement between the experiment and the slip flow theory. Itadgreement between the experimental data and the numerical

acknowledged that some of the data from microchannel 072 dsalysis.

outside the 5 percent bands on E4). However, both the experi- . . .

ments and Eq(4) show that as Kn increases above 0.01, the Surface Roughness. Three microchannels with nominal

friction factor decreases relative to the continuum value. The daFﬁightS ofH=5, 10 and 50um were fabricated with rough sur-
does not support determination of a TMAC I 1. aces for direct comparison with the three smooth microchannels

of the same heightsee Table 1). Each pair of microchannels was

Compressibility Effects. Experiments were conducted withtested under the same flow conditions with helium and nitrogen.
air through microchannel 319,=95.384um) to determine the The averagd, normalized byf e, is plotted against Re for a
effect of compressibility on the friction factor. The relative surfacehannel height ofH=50um in Fig. 16. The rough channel,
roughness is smalle{H=0.001) and Kn<0.001, so the experi-(110b, has a relative surface roughness 30 times that of the
ments are effectively isolated from the influence of surface rougbmooth channel, 319. The helium dd&e<130)shows that for
ness and rarefaction. The Mach number was calculated from theth the smooth and rough channdlsis within 2 percent of
local pressure and is plotted againgt in Fig. 14 for several fy,,. For the helium datd, is lower for the rough channel than
different Re. As Re increases, the gradient of Ma between the l&st the smooth channel, but still within 2 percent of each other.
side channel and the outlet increases. To eliminate both the anfbiie nitrogen test data shows a larger differencé between the
guity of Ma just before the outlet and the entrance/exit effects, tenooth and rough channels. At lower Rér the smooth channel
local friction factor is reported for flow between the five interioiis about 2 percent lower théfig,eory, While f for the rough channel
side channels. Additionally, data from several of the flow tests wasabout 3 percent higher thdg,e,. As Re increased,increases
not reported because Ma at the exit approached unity, resultingoin 2—3 percent for both the smooth and rough microchannels.
choked flow rather than friction controlled flow. The local frictionThis mild increase irf is assumed to be an effect of compressibil-
factor is plotted against Ma in Fig. 15 for air flow through microity since Ma increases with Re. Considering that the average un-

Microchannel 319
091  p,=95.384 ym
£/H=0.001

081  0.0004<Kn<0.001

——Re=99 12

071 @ Re=105

06 —Re=759 JRY .
-#-Re=1135 _r » Y X A
—*Re = 1560 frwoy 11 ® o 4% %8389 | oo 0@ ©

—o—Re = 2024
-B-Re = 2457

Mach Number
o
<

[
~

07 0319, Ng, D,=95.384, 5/H=.001, 0005<Kn <.001, .04<Ma <.3, Uncert: Max=8.7%, Avg=3.9%
) ©(110)b, N, D,=95.846, £/H=.03, .0005<Kn <.001, 04<Ma<.3, Uncert: Max=90.7%, Avg=4.7%

©319, He, D, =95.384, £/H =.001, .001<Kn <.004, .04<Ma <.089, Uncert: Max=5.5%, Avg=3.0%
01 ,_,._____.————-——’/'—/P/. 061 4110, He, D,=95.846, £/H=03, 002<Kn <.004, 01<Ma<.1, Uncert: Max=12.5%, Avg=6.0%

° 0.2000 0.4000 0.6000 0.8000 1.0000 12000 10 100 1000 10000
/L Reynolds Number
Fig. 14 Local Mach number for air flow through microchannel Fig. 16 Effect of surface roughness on ~ H=50 gm microchan-
319 nel
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06 # (110K, He, D,=19.655, ¢/H=.02, .003<K1<.02, .001<Ma <.02, Uncert: Max=10.1%, Avg=6.8%
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Fig. 17 Effect of surface roughness on ~ H=10 um microchan- Fig. 19 Effect of surface roughness on rarefied flow

nel

) ) ) _ microchannel, 319, was tested with nitrogen and air resulting in a
certainty of the experimentdlis 3—6 percent, the 3 percent dif-pMach number range of 0.84vla<0.38. Using the local pressure
ference inf observed for the smooth and rough microchannels gieasurement, the normalizéds plotted against Ma in Fig. 20.
H=50um is statistically insignificant. The second pair of Microrpe fiq flow conditions were laminar and continuous in which
channels havél =10 um and relative surface roughness of 0.00 e<2024 and Kn<0.0013. As Ma increaska)creases for both

and 0.02, respectively. In this case the relative roughness of ﬁ%% smooth and rough microchannels. However, the increae in

rough channel is only 5 times that of the smooth channel. T o .
average is plotted against Re for thé =10 zm channels in Fig with Ma is slightly larger for the rough microchannel than for the
1 smooth microchannel. At low Md = f o, for the smooth micro-

17. In this figure, the difference betweérfor the smooth and o
rough channels is generally less than 3 percent. Both the smo6finnel whilef is 4—5 percent greater thafieor, for the rough

and rough channels exhibit a mild decreasé, iattributed to the Microchannel. As Ma increases to 0.28ncreases by 4 percent
influence of rarefaction as Re decreagsasd Kn increases to for the smooth channel and by 8 percent for the rough microchan-
0.02). The smallest smooth/rough pair of microchannels Hhas nel. Also shown in the figure is the friction factor determined for
=5 um; and relative surface roughnesssdH =0.002 and 0.06 air flow through microchannel 319, in whichis consistently

for the smooth and rough channels, respectively. The friction faabout 2 percent higher than for nitrogen flow through the same
tor for theH =5 um channels is plotted against Re in Fig. 18. Thenicrochannel.

relative surface roughness of the rough channel is 30 times greatepverall, the influence of the relative surface roughness on the
than the smooth channel, yet the differencéimrelatively small. friction factor appears to be quite smékithin 2—6 percent). The

In this figure Kn increases to 0.04 as the inlet pressure and Re @eriments show thaft for smooth microchannels is within 3
reduced. The effect of rarefaction is observed as a decrease |n§ cent off for the rough microchannels, which is also within the

averagef as Re decreases. . : . .
To further investigate the effect of surface roughness on rarefi@Epe”mental uncertainty. Accordingly, no claim can be made

gas flow, the smooth and rough channelsHbf5 and 10um about thg influence of surface roughness on the frict.ion factor..
were tested with air and helium at below atmospheric pressufednsidering the rough channels have a larger uncertainty associ-
The test conditions resulted in a Knudsen number range of 0.0pd With the friction factor, there is no statistical difference be-
<Kn<0.11.f was normalized byf e, (KN=0) and is plotted tween the smooth and rough channels. The friction _factor is
against Kn in Fig. 19. Also, Eq4) isry plotted, with F =1, for strongly dependent on the measurement of channel hel_ght. Con-
comparison with the experimental results. In the slip flow regimgduently, as the standard deviation of the channel height mea-

(0.01<Kn<0.1)there is no clear difference ihfor the smooth Suréments increaseas is expected and desired for rough sur-
and rough microchannels. faces), the uncertainty of the friction factor is increases. To

Experiments were also conducted with=50 zm microchan- accommodate for this inherent uncertainty, great care was taken to
nels to determine if surface roughness has an effedt @ Ma produce microchannels with uniform channel depth and surface
increases. The rough microchanni@]0b was tested with nitro- "0ughness along both the channel width and length.
gen in the Mach number range 0.0481a<0.28. The smooth  yncertainty Analysis. Experimental measurements are used

to calculate values like Reynolds number and friction factor. The
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Fig. 18 Effect of surface roughness on  H=5 um microchan-

nel Fig. 20 Effect of surface roughness on compressible flow
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Table 2 Measurement uncertainty was measured for gas flow in both the rarefied and continuum
flow regimes. This pressure distribution was used to determine

Measurement Uncertainty Knudsen number and Mach number profiles along the length of
P1 +1.72 kPa(0.25 psi)  the microchannel.

P2 +0.69 kPa(0.1 psi) The results show close agreement between the experimental
ﬁi flo(??? kkﬁi(é)ilSppssl)i) and theoretical friction factor in the limiting case of the continuum
P5 +1.03 kPa(0.15 psi)  flow regime. The Knudsen number was varied to determine the
P6 +0.52 kPa(0.075 psi)  influence of rarefaction on the friction factor whitd¢dH and Ma

P7 *0.26 kPa(0.0375 psi) were kept small. The data shows that for«®.01, the measured

E% gggﬂﬂm }Zgg: fg:gg Egggg:% Sg:; friction factor is accurately predicted by the incompressible value.

0.26 kPa(0.0375 psi) As Kn was increased above 0.01, the friction factor was seen to
0.26 kPa(0.0375 psi) decrease; up to a 50 percent reductiorf inas observed akin

8-26 kPa(0.0375 psi) approached 0.15. The experimental friction factor showed agree-
0.

26 kPa(0.0375 psi) P : ) . .
26 kPa(0.0375 psi) ment within 5 percent with the first order slip velocity model

P3 (vacuum tests
P4 (vacuum tests
P5 (vacuum tests
P6 (vacuum tests
P7 (vacuum tests

I+ 1+ 1+ 1+ 1+

+1.0°C given in Eq.(4) with F=1.
T2 _ *1.0°C The influence of compressibility was assessed by varying the
0-—5 ml/min flow meter =0.1 mi/min Mach number in the range<dVla<0.38 while keeping Kn and
8:280m¥1}"r;:}r]flﬁ‘(’)vwmrﬁteetrer ié mm:g e/H small. Friction factor data was reported only if Ma at the
Pipette volume1 ml) 0.02 ml exit, to ensure the flowrate was controlled only by viscous forces.

The data from this investigation shows a mild increase in the
friction factor (8 percentlas Ma approaches 0.38. This effect was
also verified independently by numerical analysis for the same
uncertainty of these values is based on the individual uncertaintfditions as the experiment. N

of each measured quantity used in the calculation. For a given!n€ effect of relative surface roughness was investigated for
calculated valuey, the uncertaintydy, is determined by the root- continuum, rarefied, and compressible flow. The range of relative

sum-square expression shown in E4), (Abernathy et al[25]);  Surface roughness tested was 0-8@1H <0.06, yet there was no
significant effect on the friction factor for laminar gas flow. This is

y=f(Xg, ... Xn) ) the expected result for continuum flow since Moody’s chart indi-

pr 2 pr 21172 cates that the Iamina_r _frictiqn fa_lctor i_s ir_ldepend(_ant of surface

Sy= (_ Xyl + .| — &(N) } roughness. However, it is a significant finding for microscale flow
281 IXN since surface roughness is often credited for deviation of experi-

For example, to calculate the uncertainty of the friction factoWe,ntal results from theory. For rarified gas flow, the friction factor
Eq. (5) was applied to Eq(1) and is shown in Eq(6). The partial 'S independent of surface roughness in the range 6.G0H .
derivative off is taken with respect to the six variables and theit-O-06. For the range of surface roughnesses tested it is appropri-
multiplied by the uncertaintys, of each variable. For variables @€ 0 assume diffuse reflectio {1 in Eq. (4). For ulra
like pressure and temperature, the uncertainty was determirfg00th channel surfaces, the molecules tend to maintain velocity
from the standard deviation of the measurement set and the mafuthe tangential direction upon collision with the microchannel
facturers specification®,, andG are variables which are calcu-Wall: resulting in specular reflectior-(<1). The range of relative
lated from one or more measured quantities., D, depends on roughness in this investigation was chosen to be of practical use in

W andH), so 6D, and 5G are first determined from Eq5) and MEMS designs in which flow over thin film sensors and other

then used in Eq(6). surface structures is expected. The surface roughness also had
very minor influence on the friction factor in the compressible
f=1(Dy,L,P1,P,,T,G) flow range. The data shows that as Ma increalsiesreases more

®) for the rough channel than for the smooth channel. However, it is

2 2 2 2
5f:[ i SD ) + (ﬁéL) +(a_f 5P ) + (i SP ) believed that Ma has the dominant influencefavhile the differ-
D, h dL oP, L P, 2 ences due to surface roughness are likely masked by uncertainty.
of 2 of 21172
+HlogoT) + EﬁG) Nomenclature

= Hydraulic diamete+

4* Area/Perimeter=2* (W* H)/(W+H)

f = Friction factor

F = Maxwell’'s reflection coefficient

= Mass flux

H = Microchannel height
Kn = Knudsen number

L = Microchannel length

a = Mach number

P = Pressure

R = Gas constant
Conclusions Re = Reynolds numberpUD,/u

T = Temperature

For the first time, local pressure measurement has been used in W = Microchannel width
microchannel flow to investigate the influence(@j entrance re- X = Axial distance from microchannel entrance
gion; (2) rarefaction; and3) compressibility on the friction factor. X* = Dimensionless distance from entrarde/D;,)/Re
Additionally, smooth and rough microchannels were fabricated
determine the influence of surface roughness on the friction facftgfeek
for rarefied, continuum and compressible flow. A systematic in- « = Ratio of height to width H/W)
vestigation was conducted with microchannels having hydraulic & = Height of surface roughness featurés<Ra
diameters between 5 and 96n. A nonlinear pressure distribution N Mean free path of gas

The uncertainty for each measurement device is listed in Table D
2. The standard deviation of the microchannel height and width
measurements is not listed, but was accounted for in the uncer-
tainty analysis. The primary contributor to the uncertainty was the
flowrate measurement which is a percentage of full scale reading.
Consequently, flowrates measured at the lower end of a given
range have a higher uncertainty associated with them. Conversely,
the flowrate uncertainty with the pipette method decreased as the
flowrate decreased because it took a longer time for the liquid to
travel along the pipette.
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Numerical Study of Mixed

Convection Flow in an Impinging

Jet CVD Reactor for Atmospheric
>PYaa § pragsure Deposition of Thin Films

Gang Luo

Nick G. Glumac A systematic numerical study has been conducted of the mixed convection flow in a novel

impinging jet chemical vapor deposition (CVD) reactor for deposition of thin films at
atmospheric pressure. The geometry resembles that of a pancake reactor but the inflow
gases enter through a small nozzle to provide high inlet momentum. A finite-volume-based
computational procedure is used to integrate the governing flow, energy, and scalar trans-
port equations with high accuracy. The effects of the temperature dependent properties
are fully accounted for. The effects of operating pressure, wafer rotation rate, and inlet
flow rate of the carrier gas are investigated. The main benefit of the new geometry is the
suppression of the buoyancy-driven flow even at atmospheric pressures due to the lower
mixed convection parameter. We show that the new geometry can produce thin films of
high radial uniformity and also with high growth rate. Comparisons are also made with a
conventional stagnation flow reactor for which it is shown that beyond a moderate pres-
sure (~0.1 atm), the flow is dominated by natural convection, and the reactor is unsuit-
able for practical use[DOI: 10.1115/1.1795232

Department of Mechanical and Industrial
Engineering,

University of lllinois at Urbana-Champaign,
1206 West Green Street, Urbana, IL 61801

1 Introduction films that may be of no practical use. In addition, it is often nec-
A variety of thin films used in micro- and opto-electronic in-essary to deposit multiple layers of different materials with as

dustries are today grown by chemical vapor deposit@wD). In abrupt_ an interface as possililla_o,ll]. Recirculating eddies are _
a chemical vapor deposition reactor, a mixture of a precursor aH@desirable for obtaining SL_Jch |n_terface at?ruptness. Therefore, it
a carrier gas is supplied to a heated substrate. Bulk and surf@&§0mes necessary to wait until all previous reactants trapped
reactions take place adjacent to and on the heated substrateingide the recirculating eddies are removed out of reactor chamber
sulting in slow deposition of a thin film. Among the many types oby diffusion, before starting the supply of new reacting gases.
CVD reactors are horizontal reactdrs—3], barrel reactorg4], Our interests focus on the vertical stagnation flow reactor. The
and stagnation flow reactof§—7]. The horizontal channel flow reactor consists of a rotating or stationary heated disk inside a
reactor has high throughput. However, it is difficult to achieve eylindrical chamber. A carrier gagypically Ar, N,, He, or H,),
highly uniform deposition over the entire susceptor. The verticathich is introduced at the top of the vertical chamber, transports
stagnation flow reactor is commonly used in microelectronic ifvery dilute precursorgoften <1%) to the high-temperature sub-
dustry in which a thin film is deposited on a single wafer of larggtrate. The effluent gas is removed at the bottom of the growth
diameter. It has several important advantages. When it is operagg@mber. Usually, the carrier and the precursor gases are forced
at low pressures, it offers_ excellent_ uniformity. T_he SFag_nat'_OﬂPurough a screen or “showerhead” to create a unifépiug) flow.

flow generates a highly uniform species concentration dIStrIbuth-Fhe susceptor is heated to a temperature of 500—1500 K, whereas

at the substrate, leading to uniform deposition rate. It also Oﬁetrk?e reactor walls are cooled to minimize deposition on them. A

benefits such as a simplified design, safer operation, and easier,. . . . . .
modeling of the process. %callng analysis of governing equations gives a set of nondimen

The flow in CVD reactors usually is laminar and of mixed's'o.nal parameters R?’ ReGa, Gr,_P_r, and height to diameter
Higtio H/d, where Re is a characteristic Reynolds numbey, Re

free convection due to the temperature difference between th rotation Reynolds number, Ga is the Gay-Lusac number, Gris
substrate and inlet gases. The nonlinear interactions betwdBf Grashof number, and Pris Prandtl number. The ratio of natural
forced and free convection can give rise to many complex flot@ forced convection varies as GriR@ecause the value of Gr
phenomena that may affect the quality of the thin fl&]. The increases with the square of the pressure ratio for a constant Rey-
important design and operating parameters are the shape of mleéls number, reducing operating pressures will mitigate buoy-
reactor, the operating pressure, the inlet velocity, the rotation ratecy effects. Alternately, for a fixed Grashof number, increasing
of the substrate, and the wall boundary conditions. Choice of thege inlet velocity can reduce the relative effects of buoyancy.
operating and design parameters affects the growth rate and th@ viscous pumping effect caused by substrate rotation enhances
film uniformity [9]. In particular, buoyancy-induced flow generthe stagnation flow. The ratio of rotation Reynolds number to the
ated by the temperature difference can have an adverse effectigiy Reynolds number RgRe is a measure of the strength of this
thin-film quality. Buoyancy-induced flows can create a reC'rCU|aEentrifugally driven suction effect. An optimum RéRe can im-

ing eddy on top of the substrate and transpiest well as trap) 4 4ye the uniformity of growth rate across the wafer. The distance
reactants away from the substrate. These buoyant flows not o tween the inlet and the substrate, influences the flow struc-

lead to slow rates of growth but can also produce very nonuniformre. WhenH is much greater thad, the natural convection is

, o o governed by the dimensiod, with the characteristic Grashof
Contributed by the Heat Transfer Division for publication in th®URNAL OF ber b d od. H her/d<1. the heighH i
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 21, 2003NUMDEr as_e 0a. However, W_ e_ » the heig h _'S more
revision received January 13, 2004. Associate Editor: A. F. Emery. representative of the characteristic length scale, as it influences the
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structure of the flow. Since the Grashof number varies as the thifdn distribution. However, they noted that controlling the inlet
power of the characteristic length, this dimension is very impoconcentration is not easy. To make the optimization procedure
tant to the control of the flow structure. more practical, Cho, Choi, and KifiY] also devised a procedure

Because of the nonlinear coupling between the fluid mechanits, find the optimum inlet velocity profile. These calculations
heat transport, and species transport, the scaling analysis can afigwed that a properly arranged inlet velocity profile can suppress
provide a limited qualitative description. To achieve an in-depthuoyancy-driven recirculation, thus improving the growth rate
understanding of the flows, numerical simulations are the onlyniformity.
recourse. Multidimensional numerical solutions of the governing Axisymmetric designs are used in most vertical CVD reactors
equations began in 1980s with early papers by Houtman, Gravesgensure that the flow is also axisymmetric. However, at certain
and Jensen12] and Coltrin, Kee, and Millef13]. Evans and pressures, nonaxisymmetric mixed convection flows, transient
Greif[14]investigated the flow and heat transfer in a rotating-disows, or even turbulence may be caused by large buoyancy ef-
CVD reactor with insulated sidewalls. The effects of buoyancyects[19,20]. These phenomena destroy the uniform deposition in
variable properties, and finite geometry were included in thetihe circumferential direction; thus they are unwanted. Symmetry
numerical model. Based on the same model and reactor, Evémegaking in a stagnation flow CVD reactor has been studied by
and Greif[15] studied the effects of inlet velocity and thermalvan Santen, Kleijn, and van den AkkE21]. Their work shows
boundary conditions. It is seen that increasing the reactor inkat this unwanted phenomenon in practice can be avoided by
velocity can reduce the buoyancy effect and result in more urgelecting appropriate operating parameters. A sufficiently high in-
form heat transfer. Compared to an adiabatic wall, the cooléet flow and rotation of the wafer guarantees a perfectly axisym-
isothermal wall boundary conditions allow a larger value of thmetric flow, and a decrease in distance between wafer and inlet
Grashof number to be employed without recirculation. Wang et @an also suppress asymmetric flows. van Santen, Kleijn, and van
[10] performed growth experiments and finite-element calculalen Akker also investigated the effect of turbulence in a vertical
tions of steady-state momentum, heat, and mass balance to cheactor using large eddy simulatiofkES). It was found that
acterize a vertical rotating-disk metal organic CUBDIOCVD) buoyancy-induced turbulence can be important in cold-wall reac-
reactor operating at reduced pressi@@ atm). Both experimental tors operating at or near atmospheric pressure, when the forced
and numerical results showed that recirculation-free gas flow canet flow and rotation of the wafer are not strong enough. Al-
be achieved without rotation at an operating pressure less than th@ugh instantaneous uniformity of heat flux is poor due to the
atm. Susceptor rotation was found to be an effective way in eshaotic nature of buoyancy-induced turbulence, when averaged
tablishing a uniform boundary layer and improving thickness unover time the heat flux on the wafer may be high and uniform.
formity of the film. Based on the same reactor as in R&@], However, the authors mention that it is not clear whether turbu-
Patnaik, Brown, and Wanpl6] investigated the relationship be-lence can be beneficially exploited in CVD of thin films.
tween the thin-film uniformity and control parameters such as In a more recent study, van Santen, Kleijn, and van den Akker
carrier gas flow rate, pressure, rotation rate, and substrate t¢22,23]also investigated the mixed convection between two cir-
perature for a vertical rotating-disk reactor by detailed numericallar disks with an impinging jet at the center. They showed that
calculations of gas flow and species transport. They demonstrateith no inflow, the free convection flow becomes three dimen-
that the secondary flows caused by buoyancy effects, reacsonal at low Grashoff numbers. However, a sufficiently large
shape, forced convection, and substrate rotation can be eliminateaed inflow through the central jet was observed to sweep away
by appropriate choice of operating pressure, gas flow, and sibe natural convection cells and produce stable, axisymmetric
strate rotation rate. flow.

Fotiadis et al[11] performed numerical and experimental stud- Flow visualizations of the reactor flows have also been per-
ies of axisymmetric flow patterns in vertical MOCVD reactordormed. Gadgi[24]used smoke flow experiments to optimize the
and examined their effects on growth rate uniformity. The finitdesign parameters of a stagnation point flow reactor. Among vari-
radius of the substrate and presence of the reactor wall was fount reactor geometries he examined, the modified reactor with
to cause flow circulations and make it difficult to achieve a undiffuser shape inlet section was found to result in a recirculation-
form deposition rate. The increase of the ratio of substrate fiee flow without substrate rotation or application of vacuum. It
reactor diameter was seen to produce higher nonuniformity. Weas found that modification of chamber geometry is the best way
obtain a more uniform film, the reactor wall and inlet were deto achieve a vortex-free flow at high temperatures and pressures.
signed to provide a steady, recirculation free, uniform flow to thilathews and Petersdi25] used similar visualization techniques
deposition surface. In a later papg?], Fotiadis, Kieda, and to investigate buoyancy-induced flows in a stagnation flow reactor
Jensen considered the effects of geometry. Their results show thadler the transient conditions of rapid thermal chemical vapor
the buoyancy effects can be reduced by inverting the reactdgposition(RTCVD) for pressures up to 0.2 atm. They observed
shortening distance between inlet and susceptor, introducibgoyancy-induced flows for all conditions, though the degree to
baffles, and reshaping reactor wall. which these flows affected the uniformity of the flow in the vicin-

Dilawari and Szekely{17] presented numerical results for aity of the growth surface varied significantly with substrate tem-
modified stagnation point flow reactor. The major difference bgerature.
tween their modified reactor and classical vertical stagnation re-In order to guarantee high uniformity of the deposit, most CVD
actor is that the reactor is inverted and the distance between tkactors operate at low pressures in the range of a few hundredths
inlet showerhead and wafer was reduced to low values. Thef an atmosphere. At these low pressures, the buoyant forces are
found that the inverted reactor is helpful in minimizing thermatelatively small, and the precursor and carrier gases directly reach
natural convection and the inlet-wafer distance is critical in olithe substrate without complex flow recirculation, producing a film
taining good spatial uniformity of deposition rate in their desigrof high radial uniformity. However, operation under vacuum con-
The inlet to wafer distance of 10 mm was seen to provide goatitions requires expensive facilities and careful process control.
spatial uniformity for a diameter of the reactor tube of 200 mnThe reactor chambers cannot be very large, and the vessel walls
They argue that the small inlet-to-wafer distance reduces the alilust be of a material of sufficient thickness to withstand the pres-
ity of the carrier gases to entrain fluid from the surroundings thssire differentials. Operation of CVD reactors at atmospheric pres-
preventing the formation of the secondary flows. sure is much easier and can be scaled easily to larger dimensions

Cho, Choi, and Kin{18] studied the optimization of inlet con- without the penalty of expensive vacuum equipment. In addition,
centration profile of the reactant gas on the uniformity of thatmospheric growth conditions may be required by reaction
growth rate. Their results showed that the film uniformity could bechemes, materials, or other practical constraints.
significantly improved by enforcing an optimum inlet concentra- We have recently undertaken an extensive numerical study to
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quantify the mixed-convection flow field in a novel impinging jet Pr=ueCp_/Keet,

CVD reactor. This geometry holds potential to be operated at at- ref

mospheric pressure and to produce a film of nearly uniform thick- Sc=tret/ (PreDrer) (5)
ness. The reactor is also a stagnation flow reactor with the sub-

strate mounted on a pedestal with provision for rotation. The inlet Gr=gp,2efd3(Twafe,— Tined/( ,urzefT,ef),

gases enter the reactor from a narrow inlet at the top and counter-

act the buoyancy-induced flow generated by the substrate. The Ga=(Twater— Tinte!! Tref

momentum of the inlet jet is made strong enough to sweep aW@¥ere g is the acceleration due to gravity, aiure and T
the buoyancy-driven vortex, thereby producing a uniform concepspresent dimensional temperatures at the wafer and at the inlet.
tration boundary layer. The distance between the substrate and fi&erence values denoted by the subscript ref are taken at refer-

top wall is decreased such that the buoyant vortices are weakenggha temperature. Expansion effects caused by density changes

A number of systematic numerical simulations have been CORiih heating of the gas phase are modeled by the ideal gas law.
ducted to quantify the effects of inlet flow rate, substrate rotatiof,;q gives the following dimensionless relation:

rate, and the chamber pressure on the flow and temperature fields,
the rates of growth of the film, and its uniformity. The present p=[(O6—-3Ga+1]"L (6)
article discusses in detail the results of these numerical studies. ) .

We believe that after further optimization and experimental vali- 1he current study assumed axisymmetric flow because of the
dation, the impinging jet geometry can be a viable candidate f6PmMputational simplicity provided, and the large number of pa-
uniform and high growth rate deposition of thin films at atmotf@meteric computations that were _planne_d. Ho_wever, natural con-
spheric pressure. Also, as an initial step, the current study H&Eton flows do become three dimensional in some parameter
considered wafer sizes of only 5 cm in diameter. However, indu&@nges. To validate the axisymmetric assumptions full three-

trial sizes being larger, further scale-up is now being considered4fnensional calculations are needed. The spatial terms in the gov-
a separate study. erning equations are discretized using a second-order finite-

volume method on a nonstaggered cylindrical polar grid. The time
integration is performed using a predictor-corrector method simi-

. . . lar to that used by Najm, Wyckoff, and Kn{@6] and Boersma
2 Governing Equations and Numerical Procedure [27].

inlet

2.1 Governing Equations. The velocities encountered ina 22 Boundary Conditions. At the top surface the velocities
typical CVD reactor are small. Hence the flow can be treatethd concentration values corresponding to the inflow gases are
essentially as incompressible. However, the density variationsgrescribed as Dirichlet conditions. At the wafer, the temperature is
the fluid are significant to the extent that the Boussinesq approfiked at 900 K, and the nondimensional concentration is pre-
mation cannot be considered to be accurate. Hence, the local degtibed to be zero. The normal and radial velocities are also pre-
sity variations must be accounted for in the convective terms, §gribed to be zero at the wafer surface with the tangential velocity
addition to the gravitational term. We consider here the nondimegrescribed by the rotation rate. At the outlet of the reactor, zero-
sional equations obtained by using the scaldsliameter of the derivative conditions are prescribed on all variables. The tempera-
reactor),V (inlet velocity), preV2, AT (Twater— Tinied Yinet» @nd  ture at the outer wall is an important aspect for the operation of
d/V for length, velocity, pressure, temperature, concentration, atik reactor. It is necessary to select this in such a way that there is
time, respectively. The governing equations for mass, momentunn deposit on the outer wall, but at the same time the buoyancy

energy, and species concentration can be stat¢@lgs forces due to the cold outer walls are mitigated. In this study we
J considered two different boundary conditions to understand the
Py, (pu)=0, (1) effect of outer wall thermal boundary condition on the flow inside
ot the reactor. The first condition considered was an adiabatic outer

Jpu 1 wall. The second condition was an isothermal wall, implying
— +V-(puu)=—Vp+ — V{u[Vu+(Vu) =5 Vu)- 1] some form of external cooling to maintain the walls at the tem-
at Re perature of the inlet gases. This second condition was used in
most of the calculations reported in this paper. On the pedestal
side wall, a linear temperature difference from the wafer surface
& 2 temperature to the ambient of 300 K was prescribed. We believe
this condition will not affect the deposition patterns on the wafer;
hence other conditions appropriate to an industrial setting may

apO 1 )
CpTJ,_CpV.(pue)— Re F)rV-(kVG), (3) also be considered.

0-}
(6-HGa+1

N Gr
Re

2.3 Properties and Deposition Parameters. The present
ﬂJFV.(puY): 1 V. (pDAsVY), (4) simglations have been performed wiFh argon and acetone as Fhe
ot Re S carrier and precursor gases, respectively. The dynamic viscosity,
specific heat, and conductivity of the carrier gas are obtained from
database of National Institute of Standards and Technology
(NIST) [28]. Binary diffusion coefficients are calculated from the
Chapman-Enskog theory. For details, see ReB]. For the
resent study, the rate of deposition is assumed to be limited by
e rate of mass transfer, implying fast chemical kinetics. Thus the
growth rate is taken to be proportional to the gradient of the
a(t:oncentration normal to the wafer surface (growthrate
% Sh=—9Y/X|ater» Where Sh is the Sherwood number). Here

Soret diffusions are assumed to be small for the particular gadf§ 9rowth rate is derived in a nondimensional sense, as the inlet
considered here and hence neglected. The ReyiiBiels Prandl concentration is fixed at a non-dimensional value of unity. The

(Pr), Schmidt(Sc), Grashof(Gr), and Gay-Lusa¢Ga) numbers grow_th_ rate is given by the prpduct of.the local density, diffusio_n
appéaring in the ébove equatiolns are defined as coefficient and the concentration gradient. In our study, the varia-

tions of density and diffusion coefficients are small because of the
Re=pVd/wef, dilute concentrations of the precursor and uniform wafer tempera-

whereu is the velocity vector] is the unit tensorg, is the unit
vector with a component only in the direction (the x positive
direction points upwardsp is pressuref is the temperaturey is
the mass fraction of precursor gas, and the time. The super-
script T on Vu refers to the transpose of the tensor. All variable
are nondimensional. The material properties, densitgynamic
viscosity u, thermal conductivityk, heat capacityC,, and the
mass diffusivityD ,g are made dimensionless with their value
the reference temperatufgy= (Tyatert Tinie /2. The Dufour and
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ture. When the deposition rate is limited by the kinetics of th
reaction, it is necessary to include the specific kinetic mechanisi
before actual film deposition rates are estimated. By appropriatt
specifying a value to the inlet concentration, a dimensional vall
can be then obtained. Hence the units for current growth rates

arbitrary. Two different nonuniformities and usage are defined

the following. The simple nonuniformity is

|ShNafer center Sh/vafer edgla

Nonuniformity (1)= 7
y ( ) ShNafer center ( )
The root mean squar@ms) nonuniformity is
_ _ 112
Nonuniformity (2)= f (Sh—ShYPdA/SIAatert
Awafer
(8)

where Sh=/ AwaferShdA/Awafer is the average growth rate and
Ayater IS the area of the wafer. The usage is
U waafelpDAB( Y 9X) yared A ©)
sage= .
g Ia tpVYinIetdA

inle

3 Results

As indicated above, increasing the reactor pressure increa
the Grashof number and therefore the mixed-convection para
eter Gr/Ré&. The key to a successful atmospheric pressure CV
reactor is the control of this mixed-convection parameter. T
lower its value, two strategies can be employed. The height of t
chamber can be made significantly smaller than the chamber
ameter as the Grashof number will then be based on the reac
height and will decrease as the third power of the height. Th
strategy is followed in pancake reactors. However, in commc
pancake reactors, the carrier gases enter uniformly from the 1
surface. This may not completely suppress the natural convecti
Alternately, or in addition to the reduction in height, the inflon
gases can be admitted with a high momentum through a narr
central pipe, thus providing a high inlet Reynolds number. Th
strategy was used by Snyder, Sides, and[B®] in their version
of the impinging jet reactor. However, for the parameters chos:
in the geometry of Snyder, Sides, and K9], the film thickness
varied significantly with position on the wafer. In the geometry o

Y

Fig. 2 Finite volume grid used for the calculations

Inlet
5 e
3 di4
3 : ;
E Wafe
S .
" 03754 |
o
]
0.56d I
Qutlet
e .
Li Ak d=13.5cm Ak l_
|

Fig. 1 Schematic of a modified impinging jet CVD reactor
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Snyder, Sides, and Ko, the height of the top wall was of the same
order as the chamber diameter. Hence the natural convection was
still significantly large.

Figure 1 shows the new geometry of the impinging jet reactor
considered in this study, which combines the height reduction
with the increased inlet momentum. This reactor has a low height
with inflow from the top through a central nozzle. For the current
configuration, the carrier gases enter from a nozzle of diameter
d/4 (d is the chamber diameterThe height of the top surface is
d/8 from the substrate. The substrate is mounted on a pedestal and
rotated if necessary. The gases leave the reactor through an annu-
lus between the substrate and the outer wall. The reduced height
provides a reduction in Grashof number by a factor of 512 from a
value based on the chamber diameter. The decrease in the diam-
eter of inlet stream provides a fourfold increase in the character-
istic Reynolds number. Together, the mixed convection parameter

OCTOBER 2004, Vol. 126 / 767
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900 T T T T most sensitive parameter set, and it was observed that the results
850 b = 4 differed by less than 0.5%. Hence all calculations were made with
the 18,142 cell grid. The flow is assumed to be axisymmetric and
800 - 1 two dimensional. The time step was chosen as a value that guar-
750 £ 1 anteed the maximum Courant number at all control volumes to be
less then 0.8. The steady-state solution was considered to be
< 700 1 reached when the sum of the temporal derivatives of density of all
g 650 | { control volumes over the entire domain became less thed.10
B 600F 3
& — Q=0 1pm o
£ 550 - — = = 0=1007pm E 3.1 Effect of the Outer Wall Thermal Boundary Condition
B sk Q=1511rpm ] Figure 3ashows the temperature distribution along the top wall
e = Q=2518rpm with inlet flow rate of 1 SLM for four calculations at a pressure of
450 1 0.5 atm and three rotation rates in the case of an adiabatic bound-
400 ] ary. The resulting temperature differences are observed to be small
3 (a) ] between the outer wall and the substrate but are large between the
350 inlet gases and the substrate. The temperature reaches a high
300 L L L L value, around 850 K, afl=2518 rpm. Such high temperatures
0 0.1 0.2 03 0.4 0.5 " -
r can cause deposition on the hot top wall, reducing the overall
usage of the precursor gases. When the flow rate is increased to 10
Wp~———"— T T T T SLM, the temperature of the top wall drops to 64Qfg. 3b), but
850 £ ] itis still large for the deposition reaction to occur at the surface.
Hence, the adiabatic wall boundary condition is not an appropriate
800 ¢ —— Q=0 mpm 1 condition for the current design of the impinging jet reactor. For
- - = = Q=1007 rpm .
T0F o Q=1511pm { all the calculations presented below, the reactor walls have been
200 E e - Q=25181pm ] considered to be isothermal at 300 K. This temperature can be
v easily maintained by water cooling.
% 630 . 3.2 Results for the 1 SLM Flow Rate. Table 1 shows the
g o00p parameters for the set of calculations performed in the present
g ssof geometry. The pressure was varied from 0.5 to 1.0 atm in order to
& test the performance of this geometry at near atmospheric pres-
500 ¢ sures. Table 1 also provides values of the corresponding Grashof,
450 F Reynolds, and mixed-convection parameters. For the imposed
w0k temperature of 900 K for the substrate and a chamber pressure of
0.5 atm, the Grashof number based on the diameter of the outer
350 F housing is about 2.6 %°. However, for an upper wall height of
300 . . . L d/8, the Grashof number based on this dimension is only about
0 01 0.2 03 04 05 5096. The inlet Reynolds numbeY,d/v) is 13.08 for 1 SLM
! flow rate, giving a value of about 30 for the mixed convection
Fig. 3 Temperature distribution on the top wall as a function parameter. Since this is much greater than 1, it is to be expected
of radial position for different substrate rotation rates for that the natural convection effects will be significant at this flow
pressure=0.5 atm, and adiabatic sidewall:  (a) inlet flow rate =1 rate.
SLM and (b) inlet flow rate =10 SLM Figures 4 and 5 show the velocity vectors, temperature, and

scalar distributions and streamlines for four calculations at 0.5 atm
and 1 SLM flow rate. At zero rotatiofFig. 4) there is a large
is reduced by a factor of 8192 from a value appropriate to recirculation eddy on the top of the substrate. This eddy lifts off
traditional stagnation flow reactor with uniform inflow and largehe flow from the substrate and lowers the transport of the precur-
height (typically of the order ofd). sors to the substrate. The result is a nonuniform rate of deposition,
We have performed a number of calculations in this impingings shown in Fig. 6. For the case of zero rotation, the deposition is
jet geometry by systematically varying the pressure, inlet flow in the center and high at the outer edge. Figure 5 shows the
rate, and substrate rotation. Three different values of pressure effects of substrate rotation on the velocity fields, temperature,
explored increasing all the way up to 1 atm. A finite volume gridand concentration distributions. The viscous pumping induced by
which is shown in Fig. 2, containing 18,142 cells was used the substrate rotation increases the velocity in the center and the
discretize the governing equations. The grid spacing was unifototal concentration gradient. Thus, rotation in fact increased the
in the y direction, but a nonuniform spacing, symmetrically exrate of deposition in the center and the nonuniformity of the sub-
panding from the substrate towards the inlet and outlet boundasytate deposition. From these results, it is clear that a flow rate of
was employed in th& direction. A finer grid calculation with four 1 SLM is inadequate to neutralize the buoyancy effects at 0.5 atm
times this number of control volumes was also performed for th@essure, even in this modified impinging jet reactor geometry. As

Table 1 Details of calculation parameters

Volumetric
Pressure Grashof number flow rate Inlet Reynolds Vintet
(atm) based ord/8 (SLM) number based od/4 (cm/s Gr/R&
0.5 5,096.07 1 13.08 3.7 29.787
0.5 5,096.07 10 130.8 37.2 0.298
0.75 11,466.21 10 130.8 24.8 0.670
1.0 20,384.77 10 130.8 18.6 1.191
768 / Vol. 126, OCTOBER 2004 Transactions of the ASME
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Fig. 4 Streamlines, concentration
(right) contours, and vector plot for pressure
flow rate=1 SLM, Q=0 rpm, and isothermal sidewall
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Fig. 5 Streamlines, concentration
(right) contours, and vector plot for pressure
flow rate=1 SLM, ©=1007 rpm, and isothermal sidewall
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Fig. 6 Growth rates along the wafer for different substrate ro-
tation rates for pressure
isothermal sidewall
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Fig. 7 Streamlines, concentration (lefty and temperature
(right) contours, and velocity vectors for pressure =0.5 atm, in-
let flow rate=10 SLM, Q=0 rpm, and isothermal sidewall
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Fig. 8 Streamlines, concentration (lefty and temperature

(right) contours, and velocity vectors for pressure =0.5 atm, in-
let flow rate=10 SLM, Q=1007 rpm, and isothermal sidewall
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Fig. 9 Growth rates along the wafer for different substrate ro-

tation rates for pressure =0.5 atm, inlet flow rate =10 SLM, and
isothermal sidewall
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Fig. 10 Growth rates along the wafer for different pressures
for inlet flow rate =10 SLM and isothermal sidewall Fig. 12 Streamlines, concentration  (left) and temperature
(right) contours, and velocity vectors for pressure =1.0 atm, in-

let flow rate=10 SLM, Q=1007 rpm, and isothermal sidewall
the natural convection will become stronger at higher pressures,
we did not make calculations at pressures higher than 0.5 atm with

1 SLM flow rate. 1 SLM. The inflow gases move directly down in the inlet section,

3.3 Results for the 10 SLM Flow Rate. An increase in the then move horizontally along the substrate, and form a uniform
flow rate increases the inlet velocity and the inlet Reynolds nurRoundary layer above the substrate. A recirculation eddy forms
ber. Although it is not clear what the appropriate length scale gar the top corner because of the impingement on the wall jet on
for the definition of the Reynolds number in the vicinity of thethe side wall. However, it is located outer to the deposition sur-
substrate, we have used the inlet diamet##) as the appropriate face, and its effects are confined to the corner. Figure 9 clearly
length scale. For an SLM flow rate of 10, the Reynolds number i&dicates that the uniformity of the film can be quite good if the
130.8. At a pressure of 0.5 atm, the corresponding mixed convéate of deposition is solely limited by the mass transfer to the
tion parameter (Gr/R now reduces by a factor of 100 to abouSubstrate. It can be seen that the uniformity of deposition has
0.3, a value less than unity. Thus a forced convection dominat@ignificantly improved when the flow rate is increased from 1 to
flow is produced. For the flow rate of 10 SLM, we have computet0 SLM. Lower flow rates such as 5 or 7.5 SLM may also be
the flow fields and concentration distributions for pressures of 0 &(eéquate to give good deposition uniformity with a higher usage
0.75, and 1.0 atm. At 1 atm pressure, the mixed convection gi-the precursor gases. ) _
rameter is small, around 1.2. Therefore, at a flow rate of 10 SLM, The effect of the chamber pressure is to increase the natural
there is a potential for uniform deposition rates. convection, and thereby modify the flow pattern. This in turn can

Figures 7 and 8 show the flow, temperature, and concentratigh@nge the deposition uniformity by altering the concentration
fields for 0.5 atm pressure at two rotation rates. The correspondfgundary layer. Figure 10 shows the growth rates for the three
growth rates are shown in Fig. 9. With a 10 SLM flow rate, theressures. It is seen that when the forced convection is dominant,
recirculation eddy on the top of the substrate is eliminated by tigessure does not influence much the rate of growth as well as the

strong inflow stream. The flow field is much different than that aniformity of the deposit. The deposit is nonuniform with a
smaller thickness in the center. Figure 11 shows the flow fields at
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Fig. 11 Streamlines, concentration (left) and temperature Fig. 13 Growth rates along the wafer for different substrate

(right) contours, and velocity vectors for pressure =1.0 atm, in-  rotation rates for pressure =1.0 atm, inlet flow rate =10 SLM,
let flow rate=10 SLM, Q=0 rpm, and isothermal sidewall and isothermal sidewall
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Table 2 Growth rates and nonuniformity for the impinging jet CVD reactor

Inlet Growth rate Uniformity (%)
flow Rotation  Rotation
Pressure  rate speed Reynolds Usage

(atm) (SLM) (rpm) number Average  Center Edge a b (%)

0.5 1 0 0 25.26 7.79 16.79 115.58 24.23 53.36
1007 20,000 34.24 51.04 16.57 67.54 33.85 72.56
1511 30,000 36.89 60.73 14.62 75.94 41.84 78.06
2518 50,000 c c c c [«

0.5 10 0 0 43.82 40.41 39.66 1.84 4.59 9.65
1007 20,000 57.13 54.13 55.46 2.45 2.00 12.43
1511 30,000 65.44 62.76 64.52 2.79 1.32 14.19
2518 50,000 80.73 78.41 80.25 2.34 0.76 17.45

0.75 10 0 0 44.00 39.56 40.64 2.73 4.42 9.69
1007 30,000 65.65 62.65 64.86 3.54 1.43 14.24
1511 45,000 77.21 74.67 76.70 2.72 0.90 16.70
2518 75,000 97.03 94.80 96.83 2.14 0.48 20.93

1.0 10 0 0 44.73 38.53 42.27 9.72 4.91 9.85
1007 40,000 73.87 70.80 73.31 3.54 1.21 15.99
1511 60,000 87.67 85.20 87.31 2.48 0.67 18.93
2518 100,000 [« c c c c

aSimple nonuniformity.
brms nonuniformity.
°Flow is unsteady.

1.0 atm at zero substrate rotation and 10 SLM flow rate. The flowgion and have made the film more uniform than that at no rota-
fields at 1 atm are similar to those at 0.5 and 0.75 atm, reflectitign. It is seen that at 1 atm pressure, the deviation from unifor-
the point that the growth rate is not significantly affected by presnity is about 2.5%, a considerably low value. Figure 13 shows the

sure when the substrate is not rotated.

growth rates for 0, 1007, and 1511 rpm rotation rates. In addition,

The lower deposition rate in the central region can be increasti® growth rates have increased in value because of the thinning
by increasing the concentration gradient in that region. This ca the concentration boundary layers due to rotation. We observe
be accomplished by rotating the substrate. Rotation induces adtiat the growth rate is nearly doubled by rotating the substrate at
tional suction forces in the central region, accelerating the flo@511 rpm. We believe that such rotation rates are feasible in prac-
The effect of rotation on the flow field at 1 atm is shown in Fig. 1%ce. Hence the computed uniformity and high growth rates can be
for 1007 rpm. This corresponds to a rotation Reynolds number athieved in industrial reactors.

40,000. Figure 12 shows that the central jet has now become~or any given pressure, the growth rate increases monotonically
stronger with rotation, as expected, but the corner vortex has aisith the rotation of the substrate. At a pressure of 0.75 atm, the
increased in size and strength. This is to be expected becaus@wd#raged growth rate increased from 44.0 to 97.03 with the rota-
the stronger radial wall jet impacting the side casing. Howevdipn increasing from 0 to 2518 rpm. At 1517 rpm and 1.0 atm, the
the uniformity of the growth rate has not been impacted at thpercentage uniformity is 2.48. Also, as the substrate is rotated,
edges by this vortex. As expected, the increased velocities in therease in pressure at the same rotation rate increases the growth
central region have increased the concentration gradients in thete because of the large centrifugal fofdae to density increase)

Inlet
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Fig. 14 Schematic of a prototypical stagnation flow CVD
reactor
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at higher pressure. Thus, rotation is relatively more advantageous
at higher pressures. Table 2 gives the growth rates and nonunifor-
mities for the various cases studied. In most cases the trends are
monotonic, i.e., rotation brings more uniformity. However, in
some cases, rotation can overshoot the profiles from being uni-
form and can increase nonuniformity. This is seen, for example, at
0.75 atm for 10 SLM and 1007 rpm.

3.4 Comparisons With the Conventional Stagnation Flow
Reactor. Figure 14 shows the conventional stagnation flow re-
actor. In this configuration, the mixture of gases enters the reactor
uniformly over the entire cross section instead as a narrow jet
through the central region. The height of the reactor is usually

Table 3 Details of calculation parameters for the conventional
stagnation flow reactor

Grashof Inlet
number  Volumetric Reynolds
Pressure based on flow rate number Vet
(atm) dr2 (SLM)  based ord (cm/s)  Gr/Ré&
0.01 130.375 1 3.27 11.6 12.20
10 32.7 116.0 0.1220
0.1 13,037.5 1 3.27 1.16  1220.05
10 32.7 11.6 12.20
0.5 325,937.5 1 3.27 0.23 30,501.4
10 32.7 2.3 305.014
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Fig. 17 Streamlines, concentration
(right) contours, and velocity vectors for pressure
let flow rate=10 SLM, and Q=0 rpm

(left) and temperature
(lefty and temperature =0.5 atm, in-

=0.01 atm,

Fig. 15 Streamlines, concentration
(right) contours, and velocity vectors for pressure
inlet flow rate =1 SLM, and Q=0 rpm

much larger @/2) than the impinging jet reactor shown previouslyFigure 15 illustrates the flow field, temperature, and concentration
(d/8). This geometry has been built in our laboratory and halistributions for a pressure of 0.01 atm and a flow rate of 1 SLM.
been used to grow thin films at low pressures. Because of the lafgee substrate is not rotated. It can be seen that the flow is prima-
buoyancy forces, such reactors usually operate at very low prédy unidirectional, leading to a uniform deposit. However, as the
sures, of the order of a few hundredths of an atmosphere. Feessure is increased to 0.1 atm, we see a vortex forming on the
illustrate the relative advantages of the impinging jet reactor oviap of the substratéFig. 16). This vortex is clockwise and the
the conventional stagnation flow reactor, we performed anothgfet gases flow through the periphery instead of the central re-
set of systematic calculations for pressures of 0.01, 0.1, and @i&n. When the pressure was further increased to 0.5 atm, the flow
atm and various rates of rotation and flow rates of 1.0 and 10)@came unsteady and was not considered suitable for practical
SLM. In addition, two sets of inlet conditions for the precursokise.
gas were also considered. The carrier gases entered the reactdicreasing the inlet flow rate to 10 SLM reduces the mixed
through the full reactor opening, but the precursor gases camecnvection parameter hundredfold, but it is still not enough to
either at the full opening or through a partial opening of diamet&fing it below unity. Here the value is of the order of 300 for
d/2. The results from these calculations are fully documented pyessure of 0.5 atm, and 12.2 for a pressure of 0.1 atm. However,
Luo [29]. Here only a few calculations are presented to compdi@ 0.1 atm pressure, and no substrate rotation, no steady solution
with the results of the impinging jet reactor. was found at 1 SLM flow rate. Figure 17 shows the flow field for
Table 3 shows the Grashof and Reynolds numbers and ®& atm pressure, 10 SLM flow rate, and zero rotation rate. For
mixed-convection parameters for the various cases. It can be st case the flow is highly complefout steady)with multiple
that the mixed-convection parameter is small at 0.01 atm, bigcirculation eddies on top of the substrate. The effect of these

increases significantly when the pressure is increased to 0.5 a@@dies is a very nonuniform film growth, as seen in Fig. 18. For a
flow rate of 10 SLM and 0.5 atm, the deposition rate has a peak of

about 80 units in the center and about 12 in the outer region.

Fig. 16 Streamlines, concentration
(right) contours, and velocity vectors for pressure
let flow rate=1 SLM, and Q=0 rpm
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(left) and temperature
=0.1 atm, in-

Fig. 18 Growth rates along the wafer for different cases
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Fig. 20 Growth rates along the wafer for various substrate ro-

Fig. 19 Streamlines, concentration  (left) and temperature  tation rates for pressure =0.1 atm and inlet flow rate =10 SLM

(right) contours, and velocity vectors for pressure =0.1 atm, in-

let flow rate=10 SLM, and Q=1007 rpm
uniformity can be degraded if used in excess as the growth rate in
the central region can become larger. Data for 0.5 atm are not

Figure 18 also shows the growth profile for 1 SLM and 0.1 atm. fiven, as only a few solutions were steady.

is less nonuniform, but the average growth rate is small. .
The effects of a representative rotation speed on the flow aﬁd Conclusions
temperature fields and the film nonuniformity at 0.1 atm and 10 A systematic computational study has been conducted to study
SLM flow rate are shown in Fig. 19. Three rotation rates of 100The mixed convection phenomena and deposition patterns in an
1511, and 2518 rpm, as considered previously, were comput@dpinging jet stagnation flow CVD reactor. The reactor geometry
The rotation of the substrate has now made the flow steady witlisasuch that the momentum of the inflow gases counteracts the
strong down flow at the center. The suction force provided by thrioyancy-induced vortices and sweeps them out of the reactor
substrate rotation now pulls the reactants towards the substrat@&hout the detrimental effects on film uniformity. Calculations
creating a nearly uniform concentration layer near the substrdtave been performed for a wide range of parameters including
(Fig. 20). This manifests in a film of uniform thickness, considerpressure, substrate rotation, flow rates, and precursor supply area.
ing that the reaction is mass transfer limited. Substrate rotatitins seen that the impinging jet reactor can be operated at atmo-
also increases the rate of deposition because of the thinner cepheric pressure at a moderate inflow rate without the adverse
centration boundary layer, from a value around (@®ndimen- effects of the buoyancy-induced flow. By tailoring the flow rates
sional units)at 1007 rpm to 34 at 2518 rpm. No steady solutionand the rotation speed as well as the inlet area for the precursor
were found for the pressure of 0.5 atm, 10 SLM, and nonzegases, we have been able to reduce the nonuniformity to about 3%
rotation. Thus, the conventional stagnation flow reactor geomefay an operating pressure of 1 atm. Simultaneously, the growth rate
considered here cannot be beneficially used at pressures substas-also been increased significantly from the value at 0.01 atm.
tially higher than 0.1 atm. In comparison, we see that the imping@He impinging jet geometry can therefore be used for the deposi-
ing jet reactor with a modified geometry can be operated fruitfullijon of many thin solid films without the penalty of a vacuum
at pressures all the way to one atmosphere. system and associated equipment costs. A systematic study in con-
Tables 4 and 5 list the growth rates and nonuniformity factors aentional stagnation flow geometry was also conducted to com-
0.01 and 0.1 atm pressures. Significant variations in growth ragiare the performance of the two systems. It is seen that the con-
and nonuniformity can be produced when the parameters are wagntional reactor has significant natural convection at modest
ied. The least nonuniformity at 0.01 atm is about 0.2%, whereasm@essures and such buoyancy flows cannot be easily controlled by
0.1 atm, a nonuniformity of 1.4% can be obtained. Rotation of thacreasing the flow rate and rotation of the substrate. These results
substrate in principle improves uniformity, but in some cases, tineed to be verified in the future through physical experiments.

Table 4 Growth rates and nonuniformity at 0.01 atm pressure for the conventional reactor

Inlet Growth rate Uniformity (%)
flow Rotation Rotation
rate speed Reynolds Usage
(SLM) (rpm) number Average Center Edge a b (%)
1 0 0 4.23 3.76 4.82 28.10 7.39 10.66
1007 400 5.93 5.99 5.98 0.22 0.48 14.39
1511 600 7.50 7.84 7.21 8.11 2.58 17.68
2518 1000 10.16 10.56 9.65 8.56 2.72 22.96
10 0 0 9.10 8.28 10.05 21.46 5.82 2.16
1007 400 9.62 8.93 10.45 16.98 4.69 2.27
1511 600 10.20 9.63 10.90 13.21 3.70 2.39
2518 1000 11.67 11.30 12.12 7.25 2.06 2.70

aSimple nonuniformity.
brms nonuniformity.
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Table 5 Growth rates and nonuniformity at 0.1 atm pressure for the conventional reactor

Inlet Growth rate Uniformity(%)
flow Rotation Rotation
rate speed Reynolds Usage
(SLM) (rpm) number Average Center Edge a b (%)
1 0 0 4.46 2.21 6.60 199.00 28.76 8.56
1007 4000 19.67 23.32 17.19 26.27 8.94 35.85
1511 6000 22.15 25.72 19.54 24.03 8.10 38.38
2518 10,000 26.69 28.75 24.40 15.14 5.15 39.65
10 0 0 c c c c c
1007 4000 21.75 21.50 21.80 1.39 0.29 4.76
1511 6000 26.68 26.36 26.72 1.33 0.24 5.77
2518 10,000 34.52 34.11 34.56 1.32 0.20 7.39

2Simple nonuniformity.
brms nonuniformity.
°Flow is unsteady.
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Nomenclature
A = Area

Cp

Dag =

SLM
Pr
Re

Re,
Sc

Tinlet =
= Temperature at wafg®00 K)

Twafer

< x <C ~

Dimensionless specific heat of the carrier gas
Dimensionless mass diffusivity

Diameter of the reactor

Unit vector with component in the direction
Gravitational acceleration

Gay-Lusac number

Grashof number

Unit tensor

Thermal conductivity

Sherwood number

standard liters per minute

Pressure

Prandtl number

Radial coordinate

Reynolds number

Rotation Reynolds number (Re pef2d?/ tiref)
Schmidt number

Temperature

Temperature at inlet300 K)

Nondimensional time

= Velocity vector

Inlet velocity
Nondimensional vertical coordinate

= Nondimensional concentration of precursor gas

Greek Symbols

w = Dynamic viscosity

(S] Non dimensional temperature
p = Density
) = Rotation speed
Subscripts
inlet = Atinlet
ref = At reference temperature
wafer = At wafer
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Qian Wang ogy. This paper provides a summary of solutions to problems of a stationary/moving
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Leon Keer formulations for bodies with negligible surface convection are grouped as explicitly and

completely as possible in terms of the Green’s function, the influence coefficients, and the
frequency response function. In the final section, the influence coefficients are applied to
solve surface-heating problems with surface convection. The time required to
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Introduction gral, and the Bessel functions. Two new items presented in this

. o o -
Surface heating is a common phenomenon in manufacturi per are identified by™ in Table 1. Note that in all cases, the

processes$1] and tribology[2]. For example, the frictional loss let numbers are not a function of spatial coordinates. In addi-

between two meshing gear teeth is converted into surface h " the motion is time |nc_jepe_ndent|n the TC and SS cases, while
If Could be a function of time in the TI cases.

flux. More_importantly, _surface heating is one of the culprits o The time required to reach approximately steady state is de-
gear scuffing3]. Modeling the temperature rise due to surfaCﬁV d for bodies subject to a unit heat flux. For a half-plane, a

heating, especially the surface temperature rise known as the fl rence poink9] is required for TC and SS cases. It is found that

temperaturg4), is essential to the failure study of cutting .tOOISa.haIf-pIane requires less time than a half-space to achieve steady
and contact components. T_emperature effects on m_etallurglc_al ate, where a reference point is located one unit away from the
crostructure, thermal shrlnkagg, thermal (;racklng, fes".’“ igin. If the surface heat-transfer coefficient is not negligible,
stresses, and chemical modifications of materials are collectivelyZ 1s in Section 3 show that under a smaltlBenumber(less
studied as surface integrity problems, which are significant to the, three), all temperature values are reduced; while under larger
performance and reliability analyses of mechanical componeni&yet numbers, the temperature values are significantly reduced

The modeling of temperature rise could date back to the beginnigg|gcations on the leading side of the surface-heating region.
of last century5].

Surface-heating problems of a stationary or moving half-space .
and half-plane are complicated due to time dependency, compgo- Surface Heating of a Half-Space
nent motion, heat source distributi¢6,7], and boundary condi-  An irregularly distributed heat sourdg per unit time per unit
tions. This paper summarizes known results, while exploring s@ea is applied on the surface of a half-spfEwy. 1(a)] with
more complete set of solutions to surface-heating problems witlwiform initial temperature. A nondimensional coordinate system,
out surface convection that are presented by Carslaw and Jaegerx; /I, wherel is a characteristic length, is fixed to the heat
[5]. These results can be applied to develop solutions to problesmirce. All barred variables are dimensional. The half-space is
with surface convection. In the first two sections, basic formulatationary or moving relative to the heat souteed the coordi-
tions are grouped into three categories, with an adiabatic boundagte systemwith speedsV; andV, (V5=0), which can vary
in the nonheating surface: Green’s functidBeck et al.[8] dis-  with time, but not with position. One could combine two speeds
cussed the Green’s functions in great depihfluence coeffi- into a single speed and adjust thecoordinate to be in the speed
cients, and frequency response functions in order to facilitate amhirection. Material properties of the half-space are diffusivity
lytical and numerical modeling. These formulations are applied tmd thermal conductivitk. The nondimensional heat sourcg (
solve surface-heating problems with a surface convection boundg/qy) will cause a nondimensional temperature risg,
ary in the final section. Three cases are discussed according to #®K/(lq,), governed by the heat-conduction equation,
time variation of the heat source) an instantaneous casel) P
with a varying heat source, where “T” indicates the transient 7
characteristics; oa continuous cas€TC) with a constant heat i ot +PaT. +PeT, (1.1)
source; and ca steady state ca$8S), which is a special TC case . . . . — . .
with infinite time. Table 1 summarizes the available fundamenté:e_rEt is nondimensional time,= «t/I%; Pg is the Pelet num-
formulas in a closed form, i.e., the formulas are free of integraR€" in thex; direction, Pe=Vjl/«. In the surface-heated regi&h
but may contain special mathematical functions such as the erfoPoundary condition is specified as
function, the complementary error function, the exponential inte- -T,3=q (1.2)

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF OutsidesS, an adiabatic boundary condition is applied. Alterna-

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 7HVElY, & convection boundary condition could be appliste
2003; revision received June 11, 2004. Associate Editor: G. S. Dulikravich. Sec. 3).
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Table 1 Equation number of fundamental solutions in a closed form

Green’s Functions Influence Coefficients Frequency Response
Body Case Stationary Moving Stationary Moving Functions

Half-space  TI 1.4 15 1.17 1.24a

TC 1.10 1.7 NA 1.24b

SS 1.12 1.214 Large Pe11] 1.24c
Half-plane  TI 2.3 2.9 2.2l1a

TC 2.4 NA 2.11a in the surface NA 2.21b

SS 2.6 2.5 2.20 2.13 in the surface 2.21c

1.1. Green’s Functions +oo 4o
. . T(X11X21X31t):f j GTC(X]._X:,L!XZ
1.1.1 Instantaneous CaseOne can find the following solu- —o Jow
tion with the Green’s functiofi5] for the stationaryhalf-space:
—X3,X3,1)q(X1,X5) dx7 A%, (1.6)

t + oo + oo
T(X1:X2xx3yt):f f f G™(X1— X1 ,Xp— X5, Xg,t GTC(xy,X,X3,1)
0J —= —o
t
—t")q(x},x5,t")dx; dxsdt’ (1.3) :f G(Xq,X9,Xg,t—t")dt’
0
exd —R?/(4t
GT'(xl,xz,x3,t)=q—°§¥ (1.4) 1 —Pea(R-xy) Pavt R
4(t) = ex 2—erf| ——— — —
47R 2 2 2\t
whereR?=x3+ x5+ x5. Note that in the denominator, four is used
rather than eight[5], p. 256 because half-space, not infinite avt R
space, problems are studied. The Green’s function in(E4) can +expRPe)erfe ——+ PG @7
be extended to thenovinghalf-space with time-dependent dbet
numbers, where the integration with respect to time has been carried out.
" The above Green'’s function is probably novel since reported re-
G A= ex —R’“/(4At)] 15 Sults are not explicitly integrated. For example, Hou and Ko-
(X1,Xz,X3,A1) = 4(77At)372 (1.5) manduri[ 7] recently presented the following integral, rewritten in

current nondimensional form with the speed pointing in the posi-
where At=t—t’ and R'?=(x,— [,,Pad7)2+(x,— f},Pedr)? tive x; direction, as
+x3. The general expression of the temperature rise consists of Pe Pax péua
four integrals: one iR’ and the remaining three in E@1.3), GTC(xl,xz,x3,t)=—3,§exr(—l)f
which are costly for numerical computation and require analytical 87 2 0

simplification if possible. R2PE)\ d¢
1.1.2 Continuous Case.When the heat source is constantly X W gT/z (1.8)

applied from time O tot and the half-space has only a time-

invariant Pelet number in thex, direction (Pg=0), then the Equation(1.7) can be obtained from Eq1.8) by using the fol-

temperature rise at timeis lowing integral

(a) Half-space (b) Half-plane

Fig. 1 Bodies subject to the surface heat source
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X2
\ e 20/ Pei? [7] A A X
- Eq.(1.14) ==l x| >

"""': \\Q -A A
5\ — 99% SS / kl 1 KA 1
& “Ay

D (x1, x2, 1)

D(x, x2, x3, £)
(a) (b)

Fig. 3 Schematics of influence coefficients

PaVts R

2 2\
Fig. 2 Effect of the Pe’clet number on the time required to

reach approximately steady state wheren is 3 or larger since erf8) is O(10°). After rewriting,
one can findg

=n (1.13)

D?| d¢ ts=[(n+n’+RPg)/Pg]? (1.14)
J o e T

which has a square root term and thus differs from Hou and Ko-
= — Jm[exp(—2CD)erfa C &~ D/€) manduri[7] (ts~Pe ?). Figure 2 also depicts results obtained
from Eq.(1.14)with n=3, where the curve trends reveal that the
—exp(2CD)erfaD/\Eé+ CVE)1/(2D) (1.9) smaller the Pelet number, the longer the time to reach the steady
state. From Eq(1.14), it is seen that locations far from the origin
require a longer time to reach the steady state.
Equation(1.14) is not applicable for zero ket number(the
stationary half-space); instead the term, dé/R¢(2,t;)], in Eq.
1 R (1.10) should go toward one as time increases. If the ratio of the
GTC(xq,%y,Xg,t)= —erfc( —) , Pg=0 (1.10) TC resultto the SS resultis denoted asd, thent can be found
. 2\t as follows:

whereC andD are independent of.
For the stationary half-space, Eq(1.7) becomes the known
solution (p. 261[5)),

1.1.3 Steady-State CaseThe SS solution for the half-space
can be found simply by letting time approach infinity in Ed).7) ts~R?/(e%m) (1.15)
(alternatively, see p. 26[5))
+oo [t For example, seé to 0.01 so that the ratio is 0.99. If the half-
T(X1,X2,X3)= f f G X1 = X1 X2 = X5,X3) space isnovingwith Pg =1, t, is approximately 5 aR= 3. How-
e e ever,t should be around 800 for the same location ingteion-
r I Ay ! ary half-space. From the comparison between @qgl4)and Eq.
Xa(xg, X dxadx (1.11) (1.15), it is seen that the location has greater effect.on sta-
1 —Pe(R—Xx,) tionary bodies than irmovingones. It should be pointed out that
> ex;{ (1.12) these equations fdr, are valid for locations inside the half-space
7R 2 - ’ .
as well. However, since the equations fqrare obtained from
It is interesting to determine timg when the steady state is ap-Green’s functions, they are only accurate in the case of a unit heat
proximately reached. Hou and Komanduri argued that the contseurce. For problems with arbitrary heat sources, these equations
bution to the integration beyond five is negligible in E#.8), so are applicable to locations far away from the heat source.
that the upper limit of the integration could be set approximately . -
as five. Therefore, it was concluded in their work that the steady -2 [nfluence Coefficients. Influence coefficients are re-
state could have been established at approximage#QO/Pé, sponses to a constant heat distribution on the sur.face over the
. . . . — rectangular patcl, e[ —A1,A;] andx,e[—A,,A,] [Fig. 3(a)].
which corresponds to dimensional time of @9”. From EGS. gjyce ‘an arbitrary heat source can be discretized into a set of
(1.7)~(8), ts should be a function of the Blet number (Pg and uniformly distributed heat sources, influence coefficients are
the radius R). The ratio of the TC result to the SS result gives §iqely used in numerical simulation. The influence coefficients
quantitative criterion to evaluate the degree to which the ste a half-space are generally written as the following double in-
state is reached. Given this ratio, the location, and tledePaum-

Gss(xl,xz,x3) =

) - 8 tegrals:
ber, one can accurately find by substituting Eq(1.7) into the 9
ratio expression. When this ratio is set as 0.9®R&t0.5 or 1.5, A A
the corresponding time is depicted in Fig(slid line) with re- I B e VRV, —
spect to the Reet number. Figure 2 shows that the Hou and D0x1.%2.%3.1) “a, ,AZG(Xl X1X2 ™ Xz X5, D) UX 0%
Komanduri resul{dotted line)overestimates the time for low Pe (1.16)

clet number and underestimates the time for higbol@enumber.
The Green’s function of TC cases involves the complement P
. . r the steady state, the variatlén Eq. (1.16) should be absent.
error function, which decays to zero faster than the exponenatlgﬁ) y a.( )
function. It is reasonable to claim that the steady state is approxi-1.2.1 Instantaneous Caselntegrating the Green’s function
mately reached when the following condition is fulfilled, for the stationaryhalf-space leads to
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Fig. 4 Evolution of the influence coefficient at the origin with
time

D™(X1,Xz,X3,t)

X1+ A,

2\t

EraaeTy)

(1.17)

. exy —x3/(41)]

4\t
X;—A

—erf] :) erf
24t

For themovinghalf-spacet andx; in the above equation shoul
be replaced by—t’ andxiff:,qur, respectively.

erf

1.2.3 Steady-State CaseFor the stationary half-space, the
Green’s function has a kernel of the Newtonian potential,
GS9xy,%5,X3) = 1/2wR. From [10], the following integration
can be found,

1 X1, [R+X,
F(Xq1,X2,X3)= ﬁdxldxzzgln Rx,
Xo [R+Xq XXz
+3In Rox, —x3arcta76X3—R) (1.19)
and  F(Xq,%,0)=Xq IN(VXE+ X5+ Xp) +Xo IN(VXE+ X5+ X4)
(1.20)

Therefore, the influence coefficients with,P€0 can be expressed
as,

D31, Xz, X3) =[F (X1 + A1, X+ A5, Xg) —F(Xg— A1, %
+A5,X3) —F(Xg+ A1, Xo— Ay, X3) +F(Xq
— A1, Xo— Ay, X3) /(27) (1.21a)
The maximum value is at the origin and expressed as

s2+1+1
A, In(\sZ+1+s)

2
s -
DSY0,0,0 —|Aqln
(1.21b)
wheres=A; /A, is the ratio of the heated region. If the patch is
square(i.e.,s=1), DSY0,0,0)= (4/7) A, In(1+v2), which is ap-
proximately 2A, /7 as obtained if9].

When the half-space is1oving, the influence coefficients may
not be expressed in a closed form and numerical integration is
used to obtain numerical values. However, Ti¢tg] derived the
temperature rise in the fashoving half-space under a uniform

drectangular heat flux, which is, in fact, the influence coefficients

for a very large Pelet number.

1.3 Frequency Response Functions.The general form of

1.2.2 Continuous Case.An attempt by the authors to expresgemperature rise in a mixed time and frequency domain can be
the influence coefficients in a closed form was unsuccessful. Hol%ipressed afL2]

ever, instead of double integralEq. 1.16)the influence coeffi-

cients for thestationary half-space could be written as a single

integral with respect to time based on Efj.17)as follows:
DTC(X11X21X31t)

fﬁexr{—x%/mrz)] .
. 2\/; er

; X1— Ay ; Xot+ A, ; Xo— Ay
—er 27 er 27 —er 2T

(1.18a)

X1+Aq
27

dr

T( X3.t) ft oozt d
wy,wy,X3,l)=
pes oAt exy Atw?+x2/(4A1)]

!

(1.22)

where At=t—t’, W2=wl+ wi+i(w. ), Padr
+w2fE,Pezdr)/At, and a double tilde (| denotes a two-
dimensional Fourier transform with respect x¢ and x,. The
mixed domain involves the frequency domain with respect;to
andx,, the space domain of; and the time domain.

If the Peclet number varies with time, numerical integration
must be used to evaluate the time integrals. However, temperature
in Eq. (1.22)is simplified below for problems with time-invariant

wherer=\t—t’ is used. The maximum value is at the origin and°€&let numbers with the notation

can be obtained numerically by evaluating

2 vt
DTC(O,O,O,ty:—f erf
Va Jo

A1) B2y 1.18b
Zerz T ( )

For themovinghalf-spacey; in Eq. (1.18a)should be replaced by
xi—f:_TZPedu. From the computational point of view, a single
integration can be handled more efficiently than double integra-
tion. Figure 4 shows the evolution of the influence coefficients

W= i+ wi+in;Pg+iw,Pe (1.23)

For theinstantaneous casehe integral in Eq(1.22)is a convo-
lution and the Fourier transform with respect to time changes the
convolution to multiplication,

T(wy,0p.Xs,0)  eXH — X3V W2+ iwy)
= (1.24a)
\/W2+iwt

a(wlleiwt)

with A;=A, at the origin normalized by the SS result of Eqwhere w, is the frequency domain counterpart of time. A triple
(1.21b), which is discussed in Sec. 1.2.3. Since the horizontal ajjge (") denotes a three-dimensional Fourier transform with re-
in Fig. 4 is time divided byAf, the value ofts at the origin spect tox; andx, and time. For theontinuous casend steady-
strongly depends on the size of the heated region and is rougbtyte case, one can find the frequency response functions as fol-

100 to 1000 timeg\?.
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Xs reached and the exponential integral for any smalkan be writ-
exq—xaw)erfc<——w\/f) ten as EiE-x)=y+Inx—x+0(¥). If the ratio between the TC
2\t and SS results is given as-%, one can approximatg, for the
stationary half-plane by the following expression with the refer-
(1.24b) ence point aR,,

-I:—(wl ,U)Z,X:J,,t) 7
d(wlvwz) 2w

- exp(xsw)erfc( % +w\/f>

R?—R3

ts:8e(ln R—-InRy)

(2.7

T(wy,07,X3)  €xpl—XaW)
G(wr.0p) = W (1.24c) which is dependent oR,. The relationship between andR here
%2 is different from that of thestationaryhalf-space in Eq(1.15).t
is about 13.5 aR=% with e=0.01 andR,=1. For themoving
half-plane,ts could be found numerically, and is about 3.1Rat
. - o = % with Pg =1, e=0.01, andRy=1. For this specifiR,, thetg
An irregularly distributed heat source per unit time per unig¢ihe half-plane is less than that of the half-space so in the neigh-

length is applied on the surface of a half-pldfég. 1(b)]with  p5ho0d ofR=1, the half-plane reaches the steady state more
uniform initial temperature. All quantities in this section are 'denr‘apidly than the half-space.

tical to those in Sec. 1 except that tRe coordinate is directed
into the half-plane and the; coordinate is absent. The tempera- 2.2 Influence Coefficients. Similar to half-space problems,

2 Surface Heating of a Half-Plane

ture rise is governed by the influence coefficients for the half-plane can be written as
Aq

T D(lexz,t):f G(X1= X1, %z, 1)dXg (2.8)
T!ii=E+PqT1l (21) _Al

with a uniformly distributed heat source overe[—A;,A]

) o . [Fig. 3(b)]. For the steady-state case, time should not be included
In the surface-heated regi@®) a boundary condition is specifiedin this expression.

as
2.2.1 Instantaneous CaseBYy integrating the Green’s func-

tion of Eqg.(2.3), one can obtain,

_T!2:q
DT'(Xq,%p,t) = ! exd —x3/(4t)]| erf Xty
OutsideS, an adiabatic boundary condition is applied. Solutions 172 2\t 2 2.\t
involving a convection boundary condition are presented in
Sec. 3. (Xl_Al
—erf] (2.9)
2.1 Green’s Functions. The Green'’s functions for the half- 2\/f

plane can be found by integration of the half-space result. Carslaw ) . )
and Jaegdi5] presented these Green’s functions for the followin§f the half-plane ismoving,t andx; in Eq. (2.9) should be re-

cases: placed byt—t’ andxi—ﬁ,Per, respectively.
a. Instantaneous caseith Pg=0: 2.2.2 Continuous Case.lt is convenient to write the influ-
. 1 R2 ence coefficients in a time-integral form as following,
G (Xl,Xz,t):ﬁEXF{—E) (2.3) _
. . . TC 1 Vt 2 2 X1+A1
whereR= \/x21+ xzz. If the half-space isnoving,t andx, in D"™(Xq,Xp,t)= \/—_ exd —x5/(47°)]| erf 57
Eq. (2.3) should be replaced by-t’ andx,— [;,Pgdr, re- ™70
spectively. X1— A,
b. Continuous cas&ith Pg=0: ferf( o ) dr (2.10)
_ R2
C, _t ’ ’_ :
G % %, =G™ (X o t—t)dt' = o E'( Tt If the half-plane ismoving,x; in Eq. (2.10)should be replaced by

(2.4) Xl—f:,sze_Ldu. In the surface of thetationaryhalf-plane, Eq.
The Green’s function of thenovinghalf-plane for continu- (2.10) can be simplified due to the indefinite integral,

ous cases is not available in a closed form. [ erf(c/ndr= rerf(c/)—cEi(— c?/ )/ [,
c. Steady-state case:

1 PQ_X]_ RPQ \/T X1+A1 Xl_Al
S _- TC N _
G5%q %) 7Texp{ > Ko (2.5) D "C(x4,0,1) - erf N erf 37
The Green'’s functions in Eq2.4) for TC cases and Ed2.5) for A LA2
SS cases are singular at the origin. Furthermore,(E&) is ev- R Eil — (x1+44) }
erywhere infinity. The asymptotic behavior of modified Bessel 2m 4t
functions can be shown to be ljmy Ky(cx)=—Inc—Inx+In2 2
i , ; i X1— Ay (X;—Aq)
—1v, wherevy is the Euler’s constar(0.5772). By ignoring a bulk i| — (2.118)
value (the logarithmic infinity and constant terinshe Green'’s 2 4t
function with an appropriate reference point for th&tionar
hualf-pl)lan;wis ppropri pol I y (see also p. 26f6]). The maximum value is at the origin and can
1 be expressed as
GSxy %)= — ;In R (2.6) A 5
, , , , DTC(0,0,0=2 \/:erf( —l) -2 Ei( - —l) (2.11b)
Recall that is the time when the steady state is approximately ™ 24\t ™ 4t
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2.2.3 Steady-State Case
2.2.3.1 Surface temperature riseln the surface, one can calculate the influence coefficients by using the following integpation
269(5)),
a
J exp xu)Kg(u)du=aexp=a){Ky(a) =K (a)}+1 (2.12)
0

whereK is the modified Bessel function of the second kind of order one. The influence coefficients can be written as

( (X1+A1)exp(P)[Ko(—P1) —Ky(=Py)]
(A= x)exp(P)[Ko(=P_) =Ky (=P_)], x;=—4,
S 1 (Xp+Apexp(P)[Ko(P)+Ky(PL)]
DSx1,00= = (2.13)
| +(A;=X)eXpP)[Ko(=P_)=Ky(=P_)], —A;sxy<Ay
(X1 +Apexp(P)[Ko(Py)+Ky(PL)]
L —(Xy—ApexpP_)[Ko(P_)+Ky(P_)],  A;sx;
I
whereP.. =Pg(x;+A,)/2. The location of the maximum value is 0, X1 <—A;
found between 0 anfl; and is governed by
DSYx,,0)= S X1+ Ay, —A=<x;<A,
exp(P,)Ko(P.)—exiiP )Ko(P)=0  (2.14) i R P S (2.16)
A

The numerical solution of; for Eq. (2.14)with I';=1 is plotted
against the Reet number in Fig. 5. The location of the maximum
temperature apparently approaches the leading side of the heat
source when the Rt number increases. The maximum value . . . . .
can be determined by the middle expression in@d.3)with the Which is identical to the results obtained by Ling et[all. At the
numerical value ok, in Fig. 5. In Fig. 6, the influence coeffi- Origin, it is obvious thaD*0,0)=2 A 7(Pg ). The maximum
cients withI';=1 are shown for different Réet numbers with Eq. value is at the leading edge of the heated region and equals
(2.13) 6olid lines without symbols For a large Pelet number 2.2A,/(Pe).

and thus a largeP., it is convenient to use the following For thestationaryhalf-plane, the influence coefficients in Eq.
asymptotic behavior of the modified Bessel functions, (2.13) are infinite; however, these can be expressed in relative to

the value at the origin, as
T
Knh(u)= \/Zexp(—u) (2.15)

whereu is large anch is an integer. By using this approximation,
one can find the influence coefficients for largg Pe

5 =
1.0
i 4 .
0.8 4 Eq.2.13
A=1 —e— Eq.2.16, Pe; >> 1
| 31 —&— Eq.2.17, Pe;=0
0.6 -
X1 1
0.4 -
0.2
0-0 T T L Vi T T T T 1T I‘
0.1 1.0 10.0

Pe1
i Fig. 6 SS surface temperature of the half-plane for various
Fig. 5 Location of maximum temperature with the Pe clet Peclet numbers. Those values around curves are Pe  clet num-
number ber for Eq. (2.13).
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2.0 57
Pe;=0.005 (@
4 -
16 - l
h=0,02,05,08,1,2
0. 31
1.2 - 1 T
T 2
0.8 -
4 14
0.4
0 T T T 1
] 2 -1 0y, 1 2
1.5 -
00 ———r— 171 T (b)
-2 -1 0 1 2 3
X1
Fig. 7 SS surface temperature of the half-plane for different 1.0 -
Péclet numbers (h=1) ’
T
DYx,,0~D°Y0,0) 05
_1 ('XFMXFAl 2A;INA Pg=0
= nm* 1In4dg},  (Pg=0)
(2.17) h=0,02,05,08,1,2
where the asymptotic behaviors of the modified Bessel functions 0.0 ; . " \
- - 2
lim Kg(cx)=—=Inc—Inx+In2—y and limK(cx)=1/cx) 2 ! 0x1 !
X—0 x—0 0.5
(2.18)
are used. In addition to the solid lines without symbols, obtained
by Eq.(2.13), Fig. 6 shows the two limiting results evaluated by 0.4 -
Egs. (2.16) and (2.17) with dots and triangles, respectively. In
general, the result at the origin required in Ef.17) should be
infinite, which is artificially set by the value at the origin evalu- 03 4
ated from Eq.(2.13) with Pg =0.005 for comparison in Fig. 6. T
One can see that the result with;P.005 has almost the same
shape as that with Re 0, and the result with Re=10 is very
close to that with Pg=oc. 0.2
2.2.3.2 Subsurface temperature risdnside the half-plane,
the integration of Eq(2.8) with Eq. (2.5)is not analytically avail- 01 4 _
able. Thus the influence coefficient for thevinghalf-plane can ’ h=0,02,05,08,1,2
be expressed only in an integral form and numerically evaluated.
But for the stationaryhalf-plane, it is found that 00
T2 -1 0 1 2
g(X1, %)= | INRdx=x%; INR—x;+x,tan 1(x,/x,), X1
Fig. 8 Sufrace temperature with different h (half-plane ) a)
R=X{+x%; (2.19)  pe;=0.005; b) Pe;=1; c) Pe,;=10

D3 x1,X2) —D3Y0,%) =[9(X; = A1,Xp) —g(X3+ A1, Xp)

+29(A1, %)/ 2.20 . . S .
_ _ g.( 1X2)] 77 ( ) with the new notation, the radius in the frequency domain is de-
It is easy to verify that Eq(2.17)is a special case of E42.20)  fined asw?= \/w;+iw,Pe. For completeness, the frequency re-

with x=0. sponse function for each case is listed below,
2.3 Frequency Response Functions.Noticing that thex, = ., [
coordinate points inside the half-plane in Figh)l one can obtain T(f"l Xo,@) _ SXHXp VWi ) (Instantaneous
the frequency response function for the half-plane from those for (w1, 0y) W2 +iw,
the half-space by setting,=0 and changing; into x,. Thus, (2.21a)
782 | Vol. 126, OCTOBER 2004 Transactions of the ASME
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In this section, the heat sourgeis assumed to be uniform over
xje[—1,1], i=1 or 2. From the point of view of numerical simu-
lation, complicated heat sources can be solved by the same code
as that used for the uniform one. Only the SS surface temperature
is considered since it contains the maximum temperature. Fischer
et al.[13] found an analytical solution for large’ &et numbers.

By introducing a general heat source,

(2)

h=0,02,05,08,1,2

T T T L

-1 Ox1 1 2

(b)

/ h=0,02,0.5,08, 1,2

-1 OX1 1 2

h=0,02,05,08,1,2

3 4
T 2 - 1.24
h=0,0205,1
0.8
1 -
T
T T T
0 1 2 3 0.4 1
Pel
Fig. 9 \Variation of temperature at the origin with Pe " clet num-
ber and h (half-plane )
0.0
-2
T(w1.x0t) 1 X2 - 1.0 -
———— = ——| exp( — X w)erfc, —= —w/t ’
Glay  2w| SH X S5 mwy
X2 . 0.8 1
—exp(x,w) erfc| 27\/f +W\ﬁ (Continuous
0.6
T(wy,Xy)  expl—X,W
(a((lu )2) = p(W 2W) (Steady state
' 0.4
3 Effect of the Convection Boundary Condition
In previous sections, the adiabatic boundary is assumed outside 0.2
the surface-heated regi@ The effect of the convection bound- <]
ary condition on the temperature distribution due to surface heat-
ing is of interest, since the adiabatic boundary condition may not
be reasonable for certain applications. Using the half-space as an 0.0
example, the convective boundary condition is specified as fol- 2
lows ([5] p. 19):
0.5 1
Ts=hT for (X1,X)e&S
whereh is the dimensionless surface heat-transfer coefficient (
=hl/K), which is assumed to be constant. 0.4 1
STT 0.3 1
0g SR d
7775 N
T 04 AR,
AR 0.2
02 ..::§§§"::,"z,"$,03o{\ \‘\\R“‘;E“
=l
03:;‘2:11 ' 0‘ ‘ ““\‘:“‘o 0.1
R, III LK ‘ (RS>
.3::325::!{{',!!”’""“\“2“:‘::‘::..‘
Xy S EELAKEEETTS Xy 0.0
>~ ~ -2

Fig. 10 Surface temperature distribution with Pe
=1 (half-space )

Journal of Heat Transfer

1=4 and h

T T T

-1 Ox1 1 2

Fig. 11 Surface temperature in X, direction with x,=0 and dif-
ferent h (half-space ) a) Pe;=0; b) Pe;=1; c) Pe;=10
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a, (X1,X2) €S 1.2 1
(3.2)

q*(Xl’XZ):[—hT, (X1,X2) &S (a)

those formulations withy replaced bygq* presented in Sections 1
and 2 are readily applicable to the problems here. Therefore, the
SS temperature rise can be expressed by the following integral: 08 -

+ o0 +
T(Xl,Xz,X3):j f Gss(xl_XLXz

—X5,X9)q* (x] xp)dxpdx;  (3.3) s \
The integral involves the unknown temperature, becayfsele- ’

pends on temperature. The grid numbéis used for discretiza-
tion. Definex}=Aj(i —(N/2)-1),j=1lor2and=1...N and
f(x},x},x3) is denoted byf' (x3). By using the influence coeffi- h=0,02,05,08,1,2

cients, one can express the temperature on each grid point as 0.0 ‘ . ‘ ;

NN -2 -1 0 1 2

) . X
=S S (g )MDSI—xE XT—xb x5)  (3.4) 1.0- 1
k=1 i=1

It should be pointed out that truncation is involved in the rewriting (b)
of Eq. (3.3) as EQ.(3.4). This truncation will cause significant 0.8 -
error along the border of the computational domain. Equation
(3.4) can be rewritten into a linear equation of the temperature \
field

0.6

Ty > D hTAD-RM-D= DN gkip(h-kim-) T | \
(KDeS (Kpes

(3.5) 0.4+
This equation is in the form oAT=b, whereA is a matrix N2 1 \\
X N2, andb and T are vectors withN> members. This linear
equation is solved using the LU decomposition. One should use 0.2 1
the analytical expressions of the influence coefficients for the half- J —

X . ] . h=0,02,05,08,1,2
plane and thestationaryor fastmovinghalf-space summarized in
Sections 1 and 2. If the half-space nsoving with a moderate 0.0 , . v T T
Peclet number, the influence coefficients can be obtained numeri- -2 -1 0x1 1 2
cally from the frequency response functions. An accurate and ef- 04 -
ficient method to determine the influence coefficients can be )
found in[14], which uses the fast Fourier technique and is more
efficient than the numerical double integration of the Green’s
function.

0.3 4
3.1 Half-Plane Results. For the half-plane with convection
boundary conditions, the linear equation of temperature rise is
expressed as follows:

T+ > hTD(" K= DX (3.6)
keS keS

The temperature distribution along tke axis is shown in Fig. 7

with h=1 and different Pelet numbers. By comparing Figs. 6
and 7, one can see that surface convection reduces temperature
values significantly with small Réet number €1). When the
half-plane is moving very slowly, the maximum value is dramati-
cally reduced. Figs. @&)—8(c) further show the surface tempera- 0.0
ture distributions for three specific &let numberg0.005, 1, and -2 -1 0x1 1 2

10), respectively. In each plot of Fig. 8, results are shown for six

different values oh (0, 0.2, 0.5, 0.8, 1, and 2). For smalidRet  Fig. 12 Surface temperature in  x, direction with x,=0 and dif-
numberg Figs. 8(a)and 8(b)]the whole temperature distributionferent h (half-space ) a) Pe;=0; b) Pe;=1; c) Pe;=10

is substantially reduced by convection. Figure)8shows that

when the half-plane is moving from left to right with a large

Peclet number, the effect of convection various based on location.

The convection has little effect on the temperature at points in the3.2 Half-Space Results. Since the linear equation of Eq.
left-hand side of the plot or inside the surface-heating region, b{®.5) hasN? unknowns,N is limited by computer memory. The
significantly reduces the temperature at all other points. Figuref@lowing results are obtained witN=64. Figure 10 illustrates
shows the temperature at the origin as a function of thelePe the three-dimensional temperature distribution with P4 and
number andh. One can conclude that for Pe3 convection h=1, which is typical for the moving half-space. Figuregat+
slightly reduces the temperature at the origin, but for smatle?e 11(c) and 12(a)}-12(c) show cross sections in the directions
numbers, convection has a significant effect on the temperaturéx,=0) and in thex, directions &,=0), respectively, with dif-

h=0,02,0508,1,2
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1.2 4 h; h = surface heat-transfer coefficient,
JI(nPKs); h=hl/K

i = pure imaginary,/— I

K = conductivity, J/((m K $ or W/(m K)

1.0 Ko(x) = modified Bessel function of the second kind of

order zero

K1(x) = modified Bessel function of the second kind of
order one

| = characteristic length, m

§ = Pelet numberV,l/«

g = heat source, W/fh(half-space)and W/m(half-

R

h=0,02,05,1

0.8

plane);q=q/do
= R=}¢+x2+xZ (half-spaceland R= \}Z+x3
(half-plane).
__ S = surface-heating region
T, T = temperature rise, KT=TK/(lq,)
t = time, s;t=«t/I?
V; = velocity in thex; direction, m/s
. : , K | Xj; X; = coordinate, mx;=Xx; /I
0 4 8 12 vy = Euler’s constant
Pe, k = thermal diffusivity, nf/s
wq, w, = frequency domain counterparts »f, x,, re-
Fig. 13 Variation of temperature at the origin with Pe " clet num- ! 2 spgctivelz P o %
ber and h (half-space ) w; = counterpart of time in the frequency domain
j = sSubscript, partial derivative with respectxp
coordinate
ferent values oh under three Reet numberg0, 1, and 10). The = Fourier Transform, e.g., with respectxg,
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Effects of Periodic Structures on
the Coherence Properties of
At Blackbody Radiation
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Radiative properties have been studied for one-dimensional dielectric multilayer struc-
A. Narayanaswamy prop Y

tures subjected to blackbody radiation sources. The total hemispherical transmittances

G. Chen* are calcqlated for peripdic structures a}nd structures thh random variation in layer thick- .

e ’ ness, using wave-optics and ray-tracing methods. Simulation results show that for peri-
e-mail: gchen2@mit.edu odic structures, the transmittance calculated using wave optics approaches a nonzero

) o constant value with an increasing number of layers, while the transmittance obtained
Mechanical Engineering Department, using the ray-tracing method asymptotically approaches zero. For random structures, the

Massachusetts Institute of Technology,

, transmittance given by wave optics drops to zero at different rates depending on the order
Cambridge, MA 02139

of random variations in layer thickness. It is found that the wave interference effect
always plays a role when dealing with multilayer structures. The results are explained
based on extended and localized waJéOl: 10.1115/1.1795241

Keywords: Radiative Properties, Wave Optics, Ray Tracing, Multilayer, Disordered Me-
dia, Localization

1 Introduction structures, using both the wave method and the ray-tracing
E@ethod, for periodic structures and structures with random thick-

tromagnetic fields at two space/time points. To measure the cBESS variations. The simulgtion_ results show Fhat for perfectly pe-
relation, the coherence length of waves was introduced and KIiC structures, wave optics yields a transmittance that soon ap-
been used extensively as a scale for observation of interfereffé@aches a nonzero plateau for a large number of layers. The
phenomend1]. The coherence length is often employed as dRY-tracing result asymptotically approaches zero as the inverse of
indication of whether the transport falls into the wave regime dhe number of layers. The transmittance given by wave optics
the particle regime. In the particle regime, the ray-tracing meth@tiops to zero at different rates depending on the order of random
(i.e., energy methoddan be used and the intensity of the electrovariations of thickness added to the perfectly periodic structures.
magnetic fields is directly superposed. On the other hand, in thbese behaviors are observed for both thin and thick layers,
wave regime, it is the fields that need to be superposed, where #secompared to the coherence length of the blackbody radiation.
phase and amplitude of the electromagnetic waves are obtainedlbgse results imply that for one-dimensional multilayer thin film
solving Maxwell’s equations. Optical coherence theory has beetructures with perfectly aligned interfaces, there may not be an
employed to analyze radiative properties of single-layer anficoherence regime in which the ray-tracing method can be
multilayer thin films with a small number of laye(sip to three applied.

layers) P—5]. These studies found that, in general, the wave- The phenomenon, although surprising from the coherence-
method (esults approach the ray-tracing results when phg fllmls fBgth point of view, may be explained by localization theory,
much thicker than the coherence length of the radiation fieldnich addresses the problem of wave propagation in disordered

which for blackbody radiation is of the order of the wavelengthye s The Iocalization theory was proposed by Anderson in his
given by Wien’s displacement lajg—10]. Based on these studies, i

) . “>'classic paper to study the quantum transport of electrons in crystal
itis generally_ assumed t_hat ray-tracing metho_ds can _be e_lppllecf ﬁices[lZ] He found that the absence of diffusigr., localiza-
study the optical properties of single and multilayer thin dlelectrg ) "

The coherence theory of light deals with the correlation of ele

films when the layer thickness is larger than the coherence len '91”) oceurs with the mtroductlc_m of randomness to the Iattlce_
of the radiation field. otential. R_esearchers soon dlscov_ered that almost all classic
The above conclusion, however, has not been tested for strijfdv€ equations have localized solutions when solved for a ran-
tures with a larger number of layers. In recent years, studies on (" Medium[13,14]. The localization of electromagnetic wave
phonon transport, which shares many similarities to photon trarf§aS been experimentally observetb]. A proper scaling theory
port in periodic structures, suggest that this may not be the casdOft the exponential decay of the localized modes has also been
was observed that the phonon transmissivities in superlattices gveloped16]. It was found that all the states in on@D) or
culated from the wave-optics method and from the ray-tracirio-dimensional2D) systems can be localized in the presence of
method do not approach each other, but the cause of this phendnfinitesimal disorder, while in three-dimension@D) systems,
enon was not elaboratg¢dl]. The similarity between phonon andthe picture is not very clear because some modes may not be
photon transport leads us to believe that similar behavior withcalized even with a high degree of disordi&7—19.
occur for the thermal radiative properties of multilayer structures Although our current study is mainly focused on fundamental
and prompts us to reexamine the coherence of blackbody radiatigiderstanding, the 1D multilayer structures may find potential ap-
in multilayer structures. In the present work, we study the totglications in thermophotovoltaic devices for radiation spectral
hemlspherlcal transmittance Of alternat|ng mult”ayer th|n f|lrﬁontro| [20] Compared to 2D or 3D photonic Crysta' structures
[21,22], the geometries of 1D structures are much simpler and are
Egﬁi:ﬁiﬁggdéngtggtmét Transfer Division for publication in tauanaL o M€ easily fabricated. Better understanding of radiation transport
y pubIcaio 4n multilayer structures is also critical in rapid thermal processing
5].
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2.1 Wave Optics. The transfer matrix method is used to cal-
culate the transmittance and reflectance for the multilayer struc-
ture[1]. These are standard methods for thin film structures and
will not be explained in detail here. The transmittance of a
multilayer structure containing m layers can be calculated from

n=2 )
e T —1-R.—1- (My3+ MyzPrms 1) Po— Moy MyzPry1)|
d " " (M1 M12Prms 1) Po+ (Mag T MysPry1)|
Vacuum
where 0 andn+ 1 denote the materials adjacent to the first layer
and the last layer, respectively, ang; is the element of the 2
Fig. 1 Schematic of the multilayer structure. The “unit cell” X 2 overall transfer matrisv of the multilayer structure, which is
consists of two nonabsorbing materials which have refractive the product of the transfer matrix of individual |ayersl
indices of 4 and 2, respectively. The thickness of individual
layer is d. il My Myp
M=]] m,= [ j (5)
j=1 My My
where
2 Physical Models and Formulation i
A model structure is shown in Fig. 1. It consists of multiple COS; — —sing;
layers of thin films. In the current model, two nonabsorbing ma- Mj= Pi (6)
terials with refractive indices of 4 and 2, respectively, are consid- —ip;sing; COS@;

ered. These refractive indices are chosen arbitrarily, although t

are close to those of some common materials. Absorption is n e elements iM; are given by

included because the focus is on the fundamental behavior of wn;d; cosé,
electromagnetidEM) waves in periodic structures. Absorption L (7a)
can create artificial damping of waves that masks the phenomenon 0
to be addressed in this paper. A pair of layers forms the “unit cell” _
of the multilayer structure. The multilayer structure is in vacuum, PjTm= \/—Jcosej (7b)
and blackbody radiation is incident on one side of it. The spectral €j
distribution is of the form(Planck distributioi, .

2he pje= \/—chosaj (7c)

oA (N, T)= =5 — 1) . . . . .
N [expthey/NkpT) —1] wherej denotes thgth layer, counting from the side of incident

radiation, w is the frequency of the incident EM waves,is the
\t/ivvhe?re)r\l izntﬂlébwagseltgﬁ me}?}kvgzguﬁglitﬂhaengbcs%ﬁttgr:frh r(zsr'g??éfractive index of the corresponding laydrrepresents the layer
Y Y ' P thickness g is the angle that the propagation direction of the wave

ture of the blackbodyc, is the speed of light in vacuum, andmakes with the normal to the layer interface, anand n. are the

subscripth denotes blackbody radiation. In the present work, oq%: ctric permittivity and magnetic permeability of the correspond-
temporal coherence of the blackbody radiation is considered. i g layer, respectively. The acronyi$] andTE represent trans-

coherence length of a blackbody radiation field is giver{ 1] verse magnetic polarization and transverse electric polarization,

respectively. It is assumed here that=puq (permeability in
IC=O.15ﬁ (2a) vacuum)for all the layers, which is true for most materials in the
b infrared wavelength range.

and in vacuum, it can be rewritten as 2.2 Ray Tracing. Ray tracing is extensively employed in

| T=2167.8 um-K op) designing _optical instruments, analyzing radia_tion heat exchange

¢ m (2b) through windows, etc. When the wavelength is far less than the
wherec is the speed of light and the other symbols have the sarfeature size of the medium, Maxwell’s equations reduce to the
definitions as in Eq(1). The expression in E@2b)is very similar eikonal equation, which is the basis of geometric optids or the

to Wien’s displacement laj19] ray-tracing method. The ray-tracing method tracks the trajectories
of light rays and applies the laws of reflection and refraction
Amaxd =2897.8 um-K ( successively. This method determines the paths of light rays based

where\ ., is the wavelength corresponding to the peak blaclen simple geometric rules and excludes any possible interference

body radiation at a given temperature In this sense, in a homo- effects. . .

geneous medium, the coherence length relates to the effec ivdor multilayer structures, the following recursive formulas have
wavelength of the'blackbody radiation. According to E2p), the een developed for calculating the reflectance and transmittance
coherence lengths at 1000 K in=2 andn=4 are 1.08um and °f multilayer films[23].

) S : 5
0.54 um, respectively. For simplicity, the smaller value is taken as Prms1Ta 1

the coherence length in the following text. Rn=Rm-1+ 7= —@— (8a)
In our models, the multilayer structures are assumed to be one- Pmm+1Rm-1
dimensional. Surface roughness and nonparallelism are not con- T.=1-R, (8b)

sidered. The disorder is introduced by varying the film thicknesses
(i.e., adding a uniform random distribution to the nominal layewhere the results are for a structure withlayers,py, 1 is the
thickness). Wave optics and ray-tracing methods were usedreilectivity (TE or TM) at the interface between layen and
predict the overall transmittance of the structures. We further igutside mediumrfi+1), which can be calculated from,

nore the spatial coherence properties of the blackbody radiation
source. At each angle of incidence, the incoming blackbody radia-
tion is approximated by a plane wave.

N COSOm 41— N4 1 COSH,) 2
N COSOpms 1+ N1 COSH,

Pm,m+1(TM)= (9a)

Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 787

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ny COSOm— Npps 1 COSOm 1) 2 for 1 um and 2.898«um waves are 5 layers and 10 layers, respec-
(9b) tively. The latter wavelength is corresponding to the maximum
intensity given by Eq(3).

2.3 Total hemispherical transmittance. The transmittance  Rigorously, this definition is only valid wheh is infinitely
given in the above is the spectral directional value. Blackbod9ng. However, in computer simulations or experiments, only sys-
irradiance is isotropic, but each monochromatic component at@mns with finite dimensions can be dealt with. The localization
specific incident angle can be viewed as a plane wave. Integrati§Agth is thus being used as a comparison scale.| Rdr, the
over all angles and wavelengths is needed to calculate the tot@ves will almost decay to zero at the boundary. In this sense, the
hemispherical transmittance of the multilayer structure. The spedystem is effectively infinite to the waves with localizations
tral hemispherical transmittance f6IE or TM waves is obtained lengths less thah and these waves exhibit exponential decay. For

PmmtLTE) ™| [y "C0s6, + Npy g COSOy 1

by integrating over the hemisphere: waves with a localization lengthlarger than the system length
the transmittance may not obey exponential dg@a).
2m 2
f J OT(R,ﬁ)lm cosé@sinfdode 3 Results and Discussion
= 0=
Np= ? TR Numerical methods were used to calculate transmittance, inte-
f f Iy, cOSOsinodade grated over both wavelength and angle. For a temperature of 1000
e=0Jo=0 K, 99% of blackbody radiation emissive power is concentrated
" between 0.1um and 30um, which were selected as the integra-
_ 2[ T(N,0)cosd sin 6d o (10) tion upper and lower Ilmlts,.res.pectlvgly. The evaluation of trans-
6=0 mittance based on ray tracing is straightforward. However, in the

case of wave optics, due to interference effects the corresponding
where p denotes the polarization statd€ or TM, T(\,0) is transmittance value is very sensitive to frequency change. It ex-
given by Eq.(4) or (8b) depending on wave or ray tracing ap-hibits highly oscillatory behavior and needs special treatment for
proach, andy, is the Plank distribution given by Eql). The numerical integration. There exist some standard methods for in-
polarized total hemispherical transmittance can be calculatejrating highly oscillatory triangular functiori@6], but in gen-
based on the spectral hemispherical transmittance iHxy.as eral there is no preferred method for an irregularly oscillatory

follows: integrand, such as E¢4). We found that Simpson’s meth¢a7],
with twice as many grid points, is generally more effective than
- °°_|_ e dh other more advqnced_inte_grgation techniques, such_as the Ga_ussian-
o P b.A quadrature family which is ideal for smooth functions, consider-
'|'p:T (11) ing both computational time and accuracy. For integration over

the incident angle, fewer grid points were used because the

_ 8 2 kh ) _transmittance-angle function is smooth. Typically 40 grid points
where 0=5.67X10"° W/m*-K" is the Stefan-Boltzmann con can yield satisfactory accuracy.

stant. Blackbody radiation is unpolarized. The electric field has no

definite orientation and can be resolved into edgliel and TM 3.1 Periodic structures. In the present paper, periodic
components. Then the unpolarized total hemispherical transmitructures are defined as systems consisting of layers with identi-
tance is the average Gfg and Ty : cal thickness. As shown in Fig. 1, the multilayer structure is
formed by alternating nonabsorbing layers of the same thickness
T=(Tre+Trm)/2 (12a)  put different indices of refraction. For a system containing an even

qumber of layers, the “unit cell” consists of two layers that have
réfractive indices of 4 and 2, sequentially. For a system containing
an odd number of layers, the first layer has a refractive index of 4
_ and the rest of the system can be viewed as constructed with a unit
=Mt T2 (12D) " Cell that still consistsyof double layers, but with switched positions
2.4 Scaling of localization. Localization is a result of wave (i.e., 2 and 4), sequentially. The results for the odd and the even
interference. Destructive interference of reflected and scattemegimber of layers differ slightly, but the trends are similar in all
waves effectively cancels the wavéa the case of an external cases. For convenience, we will only present results for systems
incident wave)or confines the wave in a finite regigim the case containing an even number of layers, while all the conclusions
of a source inside the mediyniThe localization length is often also hold true for odd-layer systems.
used as a measure of the attenuation of waves in random medidf the individual layer thickness is less than the coherence
The definition of the localization length in one-dimensional sydength, interference effects are expected. Figure 2 shows the trans-

Similarly, the unpolarized spectral hemispherical transmittance
given by

tems is given by24,25], mittance value with respect to the number of total layers for layer
thickness smaller than the coherence length. The transmittance

B 2L curves vary according to the layer thickness, which suggests
I=- (InT) (13) strong wave interference in the systems. The result obtained using

the ray-tracing method is also plotted in the same figure for com-
wherelL is the total thickness of the medium axhh T) is the parison. As expected, the ray-tracing result does not agree with
ensemble average of the logarithmic transmittance. Equéti®n those obtained using wave optics because interference exists.
is a simple scaling rule that depicts the exponential decay behavDetailed analysis for the thickness dependence of transmittance
ior of localized waves. In our model, the individual layers haves shown in Fig. 3 for structures with few numbers of layers. It
the same base thickness, we express the localization lengthrémeals that for thick layers, the ray-tracing approach is a good
terms of the number of layers. The localization length is deteapproximation for up to three layers; a result also shown in pre-
mined by the randomness of the system as well as the frequenayus research2—5]. For a large number of layers, however, even
of the incoming waves. For a given frequency, the intensity efhen the layer thickness exceeds the coherence length, wave op-
localized waves decays exponentially along the propagation dir¢ics still does not give the same predictions as the ray-tracing
tion, where the decay rate depends on the disorder of the mediunethod, as shown in Fig. 4. The transmittances calculated using
As an example, we calculated the spectral directional transnive wave-optics method for different thicknesses overlap and ap-
tance for normal incident waves. With random variation in thproach a nonzero value, while those calculated using the ray-
layer thickness being on the order df.4 the localization lengths tracing method asymptotically approach zero. This implies that
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Fig. 2 The total hemispherical transmittance of three periodic Fig. 4 The total hemispherical transmittance of three periodic
structures as a function of the number of total layers. The indi- structures as a function of the number of total layers. The indi-
vidual layer thicknesses of the structures are 5 nm, 10 nm and vidual layer thicknesses of the structures are 3 pm, 8 um and
50 nm, respectively, which are much less than the coherence 30 pm, respectively, which are larger than the coherence
length. The thickness dependence of the transmittance is due length. The transmittances calculated using the wave optics
to interference effects. method for different thicknesses overlap and approach a non-

zero value, while that calculated using the ray tracing method
asymptotically approaches zero.

interference effects still need to be considered in periodic struc-
tures even if every single layer is thicker than the blackbody co-
herence length. The ray-tracing method fails to accurately predazn also be obtained by applying Bloch periodic boundary condi-
the transmittance because it neglects phase information. It is tions to Maxwell's equationgl19]. Figure 5b) is simply an aver-
teresting to note that varying the nominal layer thickness does rage of the band structure along different directions. This shows
affect the simulation results at a given temperature; the numbertbat waves in periodic structures are either extended through the
layers is the only determinant variable when the layer thicknessole structurg(in the pass bands)r are completely destroyed
exceeds the coherence length of the blackbody radiation. due to destructive interferen¢m the stop bands). The average of

A frequency analysis can provide more insight into the prolihe extended waves leads to the finite transmittance in Fig. 4. The
lem. Figure 58) shows the frequency dependence of the dire¢act that the transmittance does not change above 10-20 layers
tional transmittance at normal incidence and Figo)5(the unpo- suggests that these are the numbers of layers needed to form the
larized spectral hemispherical transmittance for a 100-layeearly complete destructive and constructive interference required
periodic structure. The thickness of the individual layers g8, for the formation of the stop and pass bands. As the layer thick-
larger than the coherence length. Figur@)5€learly shows the ness increases, the pass bands and stop bands become narrower
stop-band behavior. In the transmission bands, the transmittates more bands form. The average of the spectral transmittance
approaches one, indicating that the waves are extended throughgueés the same results, which are the thickness- and layer-
the whole structure. In the stop band, the transmittance is zero dnéependent transmittances shown in Fig. 4.
to the destructive interference effect. This is analogous to the bandn comparison, the ray-tracing method leads to a transmittance,
structure of electrons and phonons in periodic structures, whiathich continuously decays as the number of layers increases. Fig-
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E 0.8} . g 0.8 g 0.8
'_-1:'13 1 Layer 23 _Eg 3 Layers
a
a5 07| { E&Ror| { EBo7 ]
=% EE ‘EE
EE 1 a E a
Igﬂ.ﬁ- 12 0Er I 2 o6} 1
BE 3k 3
2 05 =  os} = o5} 1
B ———
0.4} \// 1 oa 1 oaf — ]
l:l.!n 04 k] 1.2 D,SD 0.4 0.8 1.2 l.'l.3u 0.4 0B 1.2
Layer Thickness (pm) Layer Thickness (pm) Layer Thickness (pm)

Fig. 3 The thickness dependence of the total hemispherical transmittance for up to three layers. The refrac-
tive index of each layer is given in the illustration. In the thick film region, the transmittance values of all three
structures approach constants, which are close to the values predicted by ray tracing method.
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Pass tems is not surprising in solids. Extended electron waves in crys-
Band tals lead to different materials: metals, insulators, and semicon-

le " W TR | “m‘“‘%' i <=
i
‘ ! \ 3.2 Structures with randomness. The above discussions

are focused on perfectly periodic structures. Real physical struc-
U tures may have thickness variation, interface roughness, and non-

(=)
o

parallel interfaces. The question is then whether these disorders

‘ can lead to the agreement between the wave and the ray-tracing

=3
-}

results. As a first step to investigate the effects of disorder, the

variation of individual layer thickness is considered as the only
form of disorder in the present structures. The variation is intro-

o
Y

duced by adding a random distribution onto the layer thickness,

d=d+é- o (14)

Spectral Directional Transmittance
o
[

Stop whered; is the thickness of th¢th layer,d is the base thickness
Band of the layers,é represents a uniform distribution ¢@, 1], ando
. is the order of randomness, which is in length units.
10 15 20 25 30 Figure 6@) shows the depe_nd_enc_e_of the transmittance on the
Wavelength (um) randomness for structures with individual layer t_h|ckness Igrger
thanl., wherel, is the coherence length. We did calculations
1 : : : : : based on three different base thicknesg,ns, 8 um and 10um,
respectively. It was found that the transmittance does not depend
on the base thickness if the thickness is larger than the coherence
length. Also shown in Fig. &) is the result obtained using the
ray-tracing method. The transmittances are the ensemble average
values over large sets of random numbers. Figure) 6dhows
both the nonaveraged results and the ensemble average results.
-1 Every point in the ensemble average curves represents the result
of averaging over 100 configurations. As shown in the figure, the
ensemble averaging smoothes the transmittance curve. In general,
the fluctuations are not significant even without averaging, espe-
cially in the presence of higher randomness where the localization
effects dominate. For all the cases shown in the figure, the thick-
ness of every layer is larger than the blackbody coherence length
at 1000 K. For small numbers of layers, the transmittance is
nearly independent of the randomness and overlap with ray-
tracing results. However, for structures with more layers, the two
(] L L ' ' ! methods do not lead to the same results for either periodic or
0 5 10 15 20 25 30 random structures. According to the figure, larger randomness
Wavelength (um) leads to more rapid decay. The transmittance exhibits exponential
decay in the regime of higher randomness and large number of
Fig. 5 (&) The spectral directional transmittance of a 100-layer layers, which is more rapid than the inveidgnumber of layers)
periodic structure for normal incident waves. The thickness of decay predicted by the ray-tracing method. Figure)6¢ plotted
individual layers is 8 pem. Stop band and pass band are shown in semi-log scale to show the exponential decay. In the presence
in the figure, (b) The spectral hemispherical transmittance for B .
the same structure. of slight or m_oo_lerate r_andomne_ss,_the transmittance decays_ at
slower rate. It is interesting to notice in the figure that with certain
randomness =0.6l.) the wave-optics result follows a similar
decay trend as the ray-tracing result. We believe that this is just a
coincidence, and the two results will eventually diverge as the
ure 4 shows that for ray tracing, the transmittance decreases rimber of layers increases. More information can be provided
versely with the number of layers. This is because under the rafirough frequency analysis because the decay of intensity is an
tracing picture, each layer adds an additional reflection to tlrtegral effect of all wavelengths in the blackbody spectrum.
radiation transmitted through previous layers. Figure 7 presents the wavelength dependence of transmittance
Although the above results indicate that the coherence lengtHfas a 100-layer random structure, of which the base thickness is 8
not a proper criterion for justifying the ray-tracing method foum. The figure clearly shows that the transmittance in the 0.5—-10
multilayer structures, the fact that the transmittance is independemh range falls virtually to zerdi.e., waves are localizedvhen
of the individual layer thickness as the layers become thicker thire magnitude of randomness is on the order of the coherence
the coherence length still suggests its usefulness. If the layength. The localization of EM waves is frequency dependent as
thickness is smaller than the coherence length, the average valsigswn in Fig. 7. The simulation results demonstrate that higher
of radiative properties over the spectrum width of the incominfyequency waves are more prone to be localized, which agrees
radiation depend on the layer thickness, as is seen from Fig. 3.vith the previous findinggl7]. In contrast, long wavelength com-
the other limit, the average properties are independent of the penents are more difficult to be localized because they are not
dividual layer thickness, as is clear from Fig. 4. However, due tapable of resolving small amounts of randomness. Consequently,
the persistence of the wave effe¢it®., the formation of pass and the low-randomness cases shown in Fig. 7 tend to overlap with the
stop bands for periodic structujeshe characteristics of the elec-periodic case in the long wavelength regime. With slight or mod-
tromagnetic waves in the structure are very different from thosgate randomness, a non-negligible fraction of energy is not local-
required by the ray-tracing method, and the two methods neveed such that the overall transmittance decays at a slower rate
agree with each other. The existence of wave effects in large sytsan exponential. As a very special case, with moderate random-
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Fig. 6 (a) The total hemispherical transmittance as a function

of the number of layers, where ¢ is the order of randomness
and /. is the localization length. The base thickness of indi-
vidual layers is larger than the coherence length. (b) The aver-
aged and non-averaged transmittance.  (c) The y axis is Log( T).
In the presence of high order of randomness (o=41;) and
large number of layers, the transmittance decays exponentially.
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Fig. 7 The spectral hemispherical transmittances of different
random systems, where o is the order of randomness and /. is
the localization length. High frequency (short wavelength )
components are localized relatively more easily.

domness increases, the lower-frequency components are localized.
When the randomness is larger than the coherence length, most
energy is localized and the average transmittance follows expo-
nential decay.

It should be pointed out that zero transmittance in the stop band
is not caused by absorption because the materials are nonabsorb-
ing. The exponential decay shown in the figures is caused by the
localization of the EM waves in the disordered multilayer struc-
tures, which does not incur any energy dissipation in the media.
The localization is due to the destructive interference of EM wave
packets, which leads to the eventual vanishing of the waves inside
the medium and total reflection of the incident waves. The concept
of localization differs from the conventional image that the wave
propagation in random structures is a series of independent scat-
tering events where the phase is destroyed everywhere in the me-
dium [28]. More detailed analysis regarding field distributions in
disordered systems can be found 29,30].

4 Conclusions

The total hemispherical transmittance of multilayer structures
for blackbody incident radiation is numerically studied in both
periodic and random one-dimensional systems, using both the
wave-optics method and the ray-tracing method. It is found that
the two methods usually lead to different results even when the
individual layer thickness is much larger than the coherence
length of the blackbody radiation source. This result, although
surprising from the coherence-length point of view, can be well
explained by localization theory. This study suggests that for
multilayer structures with large number of layers, for most cases
ray tracing is invalid and wave effects need to be taken into ac-
count. It should be pointed out that the present work does not
consider disorder introduced by surface roughness, internal scat-
tering, or nonparallel interfaces, which are essentially three-
dimensional systems. Some modes may not be localized in such
three-dimensional disordered systems where the diffusion process
may dominate instead of localization.
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Mie Scattering Theory for Phonon
Transport in Particulate Media

Ravi S. Prasher1 Scattering theory for the scattering of phonons by particulate scatterers is developed in
Assembly Technology Development, this paper. Recently the author introduced the generalized equation of phonon radiative
CH5-157, transport (GEPRT) in particulate media, which included a phase function to account for
Intel Corporation, the anisotropic scattering of phonons by particulate scatterer. Solution of the GEPRT
5000 W. Chandler Blvd., showed that scattering cross section is different from the thermal transport cross-section.
Chandler, AZ 85226-3699 In this paper formulations for the scattering and transport cross section for horizontally
e-mail: ravi.s.prasher@intel.com shear (SH) wave phonon or transverse wave phonon without mode conversion is devel-

oped. The development of the theory of scattering and the transport cross section is
exactly analogous to the Mie scattering theory for photon transport in particulate media.
Results show that transport cross section is very different from the scattering cross sec-
tion. The theory of phonon scattering developed in this paper will be useful for the
predictive modeling of thermal conductivity of practical systems, such as nanocomposites,
nano-micro-particle-laden systems, efOI: 10.1115/1.1795243

Introduction perature makes Umklapp scattering more dominant, &hd
Recently the author modified the equation of phonon radiati\?ﬁrgC;;Sﬁja?;esgaet?gﬁ'nbéeégé |tshénJrr;]eklglézrrgcesg{gtr?néax%gmg)e_ tween
transport(EPRT) [1] by including a phase function in the EPRTcesses play a rolé]. Inclusion of theN process in the GEPRT is
and called it the generalized equation of phonon radiative transossible in the form of an effective relaxation time following the
port (GEPRT) R,3]. GEPRT is given as work of Callaway[4]. However, considering the dominance of
other scattering processes, tReprocess has been ignored in the
© 0 Kp GEPRT, but we emphasize that it is possible to include it in
MW=KU(|w*|w)*Kp|w+ yp O(Q;—Q)1,(Q))dQ; GEPRT. It is to be noted that Majumdft] also ignored theN
am process due to the reasons cited above in this EPRT.
1) It is to be noted that GEPRT is valid for a particulate media
. L i . N o only if the energy transport inside the particles fall in the wave
where is the direction cosind, the intensity|” the equilibrium regime[2,3], i.e. the mfp of phonon is much larger than the char-
intensity, « the frequencyK, andK , are the scattering coefficient gcteristic dimension of the particle. Phase function is derived
for Umklapp (or an inelastic scattering procgsmd particle scat- gqjely based on matching the boundary conditions at the particle
tering respectivelyelastic process), an@ the phase function for 44 medium interface assuming wave behavior. The implicit as-
the scattered wave from solid andlg to (). w in the subscript gymption inside the particle is that energy transport can still be
indicates that is a function ofw. K, andK, are given byK, treated like waves. If the particle diameter is much larger than the
=1/, Ky=1/, wherel, andl, are the mfp due particle and gnergy carrier mfp), then GEPRT is not valid for the particulate
Umklapp scattering respectively. Phase function was introducgbdia as a whole. In that situation GEPRT has to be applied
for phonons to take care of the anisotropic nature of scattering §gparately in the particle and the medium, and the boundary con-
phonons by particles, which is analogous to the scattering of ph@ions have to be matched at the particle and medium interface.
tons by particles. ) Note that as long as the waves are coherent within the pafiiele
GEPRT does not include the normal phonon scattering téns paricle size is much larger than the phonon mfp, GEPRT is valid
process). There are various reasons for not includingrocess anq the phase function approach is valid irrespective of the con-
into GEPRT, which was not mentioned in earlier publicationgition at the interfacei.e., whether the scattering of the phonons
[2,3]. TheN process conserves momentum and, therefore, dagSspecular or diffuse If the particle is large but smaller than the
not pose any resistance to heat fldy. If only theN process were iy 5o that wave transport is coherent in the particle, then it is
to exist, a solid will have infinite thermal conductivity. Thereforepossible that interface between the particle and the medium might
typically it is neglected1]. Although posing no direct resistancepe rough, leading to diffuse scattering of phonons rather than
by themselvesN processes do play a role in resistance to he@hecylar scattering. The degree of specular versus diffuse scatter-
flow. Since the frequency of the incident phonon is changed jRg will dependent on the ratio of the roughness at the interface
inelastic scatteringN processes are responsible for distributingq the wavelength of the phonons. Since the dominant wave-
the phonon energy over different frequencies. Because other S¢&figth of the phonon is inversely proportional to temperafdie
tering process are frequency dependent, they feel the effectsgfacylar scattering is expected to be dominant at low temperatures
phonons scattered by processes. Therefore téprocess indi- a5 the wavelength of the phonons might be larger than the inter-
rectly affects the resistance to heat flow. Althoughprocesses tace roughness. At higher temperature if the wave transport is still
have been shown to influence thermal conductilAty neglecting coherent in the particle, then the scattering might be diffuse if the
N processes may not be totally inaccurate in some temperatyninant wavelength becomes comparable to or smaller than the
rangeq 1]. At very low temperatures, boundary scattering is domjpierface roughness. However, as the temperature increases the
nant. As the temperature increases, the scattering due to the Rifiklapp scattering dominates the phonon transgait and,
ticles in the medium becomes important. Further increase in tefAerefore, even though the scattering may be diffuse it might not
- be important as compared to the Umklapp scattering. In the dif-
Ar'lﬁgjaugi; tg’rgrssssr,t Department of Mechanical and Aerospace Engineerifgise situation, one will have to derive the phase function for the
IZContributed b)llvthells-li.eat Transfer Division for publication in tr@UBNAL OF diffuse scattering of phonons, however, in this paper phase func-

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 17t,i0n.Wi” be derived for the specular scattering of phonons by
2003; revision received July 8, 2004. Associate Editor: C. P. Grigoropoulos. partlcles.
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So far the emphasis of the microscale heat transfer communr™
has been on understanding the size effects on the thermal conc
tivity of a pure material due to reduced dimensions, such as that
a thin film or thin-film superlatticd1,6,7]. For a pure material :
with atomistic impurity, isotropic assumption has worked quit:
well and the mfp of phonons is extracted by applying the kinet;

,,,,,

theory[1]. To understand the size effects on thermal conductivii ~Plrewavefiont \ """""

the bulk, mfp is fed into the EPRT assuming isotropic scatterir. . e
[1]. Strictly speaking, this type of modeling is not predictive, & """ Incdentpane wave .
the authof2,3]has shown that mfp can be size dependent. Due.

the advent of nanotechnology, now it is possible to mix nanopé
ticles in a bulk medium, such as nano- and microporous silic¢
[8], nanofluids[9], and nanowires in a matrixLO] for various
applications. Scattering by particles can be highly anisotropic d
pending on the acoustic and elastic properties of the host medit
and the particle$2,3]. Considering that scattering by patrticles i
highly anisotropic and the need to develop predictive modelir:
capability [11] for better design of materials, it is important to
compute the phase function and the scattering and transport cr
section for phonons by particles. This paper develops the theory:
phonon scattering by particles. The development of the scattert
theory for phonons given in this paper is exactly analogous to t!
Mie scattering theory of photons by particlg2,13]and, hence,
the title of the paper is “Mie Scattering Theory for Phonon Trans
port in Particulate Media.” Note that Mie scattering only deal:
with specular reflection of waves. As it was pointed out earlie front
depending on the roughness of the particle surface, it is possi:
that the scattering of phonons might be totally diffuse or partialt
diffuse and partially specular. For photons, phase function for thé&"
diffuse I’eﬂection iS aVaiIabIe in the ||teratl,[ﬂ34] for a Completely F|g 1 Scattering a p|ane elastic wave by spherica| scatterer
absorbing particle. This formulation cannot be applied to phonons
because for phonons, the particles are lossless. Therefore, for the
diffuse scattering of phonons in the coherent regime, the phassefficient in the scattered wave is calculated in Sec. 4. Section 5
function will have to be derived from first principles, howevercover calculations for elastic, rigid, and cavity scatterers.
this paper only deals with derivation of phase function for specu-
lar scattering of phonons by spherical particles. 1 Basic Definitions and Limitations

Although the scattering of elastic waves has been thoroughly
covered in the Iiteratur@lS,l@], it is discu§sed in detail in thist'cms imposed on the development of the theory in this paper are
paper because the intermediate steps, which have been omitte Hed below:
most of the literatur¢15—17, are very important for deriving the '
phase function. Another difference between the derivation in ear-1. Only independent scattering is considered. The net effect is
lier literature and derivation presented in this paper is that we use that intensities scattered by the various particles must be
the wave zone analysji47]for the far field scattered wave, which added.
is analogous to the analysis for photons. By employing the wave2. Effect of multiple scattering will be neglected.
zone analysis, it is easy to derive the form of the scattering and the3. Theory will be developed for spherical particles although
phase functions. Furthermore, the wave zone analysis is compared some of the physics and equations are equally valid for par-
with the detailed analysis to show that they lead to the same ticles of any shape.

result. The wave zone analysis simplifies the analysis of Iongitu-AS electromagnetidEM) waves are the wave counterpart of
dinal and SV phonon scattering quite a bit, as they are more gnet wav wav unterp

complex due to mode conversion. Wave zone analysis has bg&gtons, elastic waves are the wave counterpart of phonons in a

used to derive the phase function of the longitudinal Shtpho- solid medium. Just like an EM wave, the scattered elastic wave at
non scattering 18 1%] by the author. In the v%ave Jone analysisany point in the distant field has the character of a spherical wave

the scattered field is derived from the asymptotic relation for tfgrs]’ .e., a plane wave after scattering by pariicle converts inio a

- . - - ..Spherical wave in the distant field. This phenomenon has been
f:raettr?;esdo\r/]vlavd%gl]t.vji?ﬁ csafliggtlir;% g‘; ﬁlzsé'ga\g:xgs ::r:c;[gse é'éi;%snchematically illustrated in Fig. 1. Lét be the intensity of the
y 9 intident elastic wavel g the intensity of the scattered wave in a

whereas in this paper we calculate the thermal transport cr oint at a large distanaefrom the particle as shown in Fig. 1, and
section, phonon phase function, and also the scattering cross fhe wave number in the elastic medium 1 Sincmuét ’be
tion. We also show the connection between the transport croSs :

. ,2 .
section derived on the basis of geometric acoustics and the 8égport|onal tols[13]andr"* (due to the spherical wave natiire

tailed calculations based on the Mie scattering theory develop\évg may write[13]

in this paper and resolve some known contradictions. Finally, this Il F(6,¢)

paper provides the link between the phonon thermal transport =2 (2)

based on GEPRT and the wave transport at the interface between : !

the particle and the medium, which has not been donelionon whereF(0,¢) is dimensionless function of the directighand ¢

transport, but is well established fphotontransport. but not ofr. Note that the theory has been developed in the spheri-
The paper is divided into five sections. Section 1 introducesl polar coordinate wheré is the polar angle and is the azi-

some of the basic definitions and concepts. Section 2 deals wituthal angleF is also called scattering function. Let the total

acoustic wave propagation in an elastic medium. Mie scatteriggergy scattered in all directions be equal to the energy of the

!

theory for phonon scattering is developed in Sec. 3. The unknowntident wave falling on the are@;.,, whereC/_, is the scatter-

Medium 2
Scatterer

Outgoing scattered spherical wave ’

Before the full development of the theory is given, the limita-
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ing cross section of the scatter&, can be calculated by inte- wherew is the frequencyt the time, and denotes the imaginary
grating Eq.(2) over the surface area of an imaginary sphere afumber. Substitution of) in Eq. (10) gives
radiusr as shown in Fig. 1. This leads to

1 1
T (27 F(0,¢) FVV.J+F(VZJ—VV.J)+U=O (12)
c;ca:f f 252 r2singdede L T
oJo K where
" (2E(0.¢) N+ 2u) 12
=J f — o sinedede ®3) K=o s (13)
0oJo 1 p
The phase function in Ed1) is related toF by [2,3] (M) -12
kr=w| — 14
47 F(6,9) F(6.¢) =l (14)
C(0,4)= 7~ =AT 5 4) -
ki Cgca F(o in odod wherek, andk; are the wave numbers for longitudinal and trans-
o Jo (6,¢)sin 4 verse waves, respectively, in the elastic medium. Equatib8s
and(14) give
To solve GEPRT an asymmetry factgb) was defined by the "
author[2,3]. (®) is given by (A2
vL= (15)
™ [27F(6,9) . P
—kr0059 sin#d6d ¢ and
(D)= 00 - 172
Clea UT:( ﬁ) (16)
T (2 p
f f F(6,¢)cosé singdod o wherev, andv are the wave speed for longitudinal and trans-
0Jo

_ ) verse waves, respectively, in the elastic medium. Figure 2 shows
w [2m . the difference between the longitudinal and the transverse waves.
f f F(0,¢)sin6dode In the longitudinal wave, the displacement and the wave propaga-

0o tion direction are same. Longitudinal waves are also caled
The author showel2,3] that the thermal transport cross sectionvaves. In the transverse wave the displacement and the wave

(Ctsca is related toC.., by the following equation: propagation direction are at an angle of 90°. There are two types
) , of transverse wave. One is called the horizontally polarized shear
Crsca=Cscd1-9) (6) (SHor T,) wave, and the other one is called vertically polarized

(SVorT,) wave. Figure 2(ashows the propagation and scatter-
>ipg of SH wave with a plane medium. Plane medium has been
chosen just to schematically explain the propagation and scatter-

whereg=(®) in the diffusive or acoustically thick regime, aigd
is different for the acoustically thin regime. Although the theor

deve[opeq n th|§ Paper s geper@lhscawnll only be derlveq for ing of these 3 different waves. Figur¢a2 shows that &8H wave
the diffusive regime. The implication of difference betwe®h ., g propagating in thex-y plane. The displacement vecténot

and C, is that the true mfp(l) is different from the isotropic shown)of the elastic medium is iz direction i.e., perpendicular

scattering mfp kiso) and is given by[3] to the plane of incidenge For the SV wave the displacement
| 1 vector is perpendicular to the direction of incidence, but is in the
— = (7) plane of incidence as shown in Fig(b2. Figure 2(c)shows that
liso 1-9 for longitudinal wave, the displacement vector is in the same di-
Two more quantities are defined below that will be computed figction as the direction of wave propagation. The solution of the
this paper time-independent wave equati¢kq. (12)] can be obtained by
. writing
CSCa s _ _
= (8) U=0, + Uy (17)

whered, is the displacement due to the longitudinal wave &nd
is the displacement due to transverse walijeand U satisfy the
following condition[16]:

C4 _
CT:L;a 9) VXi, =0 (18)

7a
. - V.i;=0 (19)
whereCy is the transport efficiency of the scatterer. Note that the ) )
host medium is denoted as 1 and the scattering medium is dend®dusing Egs(12) and(17)—(19), it can be shown thal 6]

as 2 as shown in Fig. 1. (V2+kE)V~GL:0 (20)

where C is the scattering efficiency and is the radius of the
spherical scatterer and

o . . 24+ K2) = 21
2 Wave Propagation in an Elastic Medium (V+k)ur=0 (21)
The elastic wave equation for an isotropic lossless media s thiS paper the theory is developed only for tBél wave
. scattering, but the theoretical framework is equally applicable to
given as[15] . -
the scattering oSV wave or longitudinal wave. The reason for
220 only consideringSHwave scattering is that it does not go through
el (10) mode conversion at the interface as shown in Fig),2vhere as
both SV and longitudinal waves give rise to mode conversion at
where\ andu are the two Lameonstantsp is the density, antl  the interface as shown in Figs(@ and 2(c). Mode conversion
is the displacement_ Considering a Simple harmonic WENE giVeS rise to f0ur new waves a the interface Where, W|th0ut mOde
. _ conversion, there are only two new waves at the interface. This
U=ge' (11) leads to a hig simplification in computing the scattering cross

(N+p)VV.U+uVe0=p
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Incident 1

wave S cattered
wave
Transmitted
wave

1a
Longitudinali
Longitudinal or or Pwave 1 Longitudinal or
P wave ,E wave
Incident 1 Incident 1
Wwave Scattered wave Scattered
wave wave
Trans mitted 2
Transmitted 2 e
wave
Longitudinal Loni::ZInal
wave
1b 1c

Fig. 2 Definition and scattering of various waves a) SH wave or T, wave b) SV or T, wave and c) Longitudinal
or P wave

section. The scattering of longitudinal agd/ phonon scattering whereH is an arbitrary constant vector agd, is as scalar func-

will be published somewhere el§#8,19]. Although the no-mode tion. Note the subscrigsH indicates that this solution af; gives
conversion case is much more simplified than the mode conveke 1o SHwaves.

sion case, it is still very tedious and cumbersome. Equdfanis

the vector wave equation. It will be converted into a scalar wave ILis to be remembered that EM waves are transverse waves,
equation to obtain the solution. Following the methodology fo hd therefore, the methodology and physics of the scattering of

EM wave theoryli; can be written a§12] trgnsverse elastlc_ Waves'ls the sa_me as EM Wa\/_es with a few
differences that will be pointed out in the paper. Using the vector

Ur=VX (ﬁ‘pSH) (22) identities[12]
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Vx(AXB)=A(V.B)—B(V.A)+(B.V)A—(A.V)B (23) u¢:fiag(r¢/) (310)
r

VAB=AX(VXB)+BX(VXA)+(B.V)A+(A.V)B (24) The stress components are related to the displacement and are

and Eq.(22), Eq.(21) can be reduced to given as[16]

(V2K i = VX [AL(V2st Kigs]  (25) A2 =0 522
Thert_afore,GT satisfies the vector V\_/ave_EQZS) only if ¢y is the Uw:“( AUy— Yo + lo')eur> ZM( dUy— %) (32b)
solution of the scalar wave equation, i.e., rr r

V2+Kk2) s =0 26 _ 1 Ug
( ) isn (26) ard,—,u(a,ud,—7+ rS|n6(9”ur =pul d; u¢’_T (32c)
This is the scalar wave equation. Another solution to the vector
transverse wave equation can be obtained by writing whereo denotes the stress.
_ VXVX(Hysy)
Ugy=—p (27) .
3 Development of Theory Scattering of Phonons by

This solution ofd gives rise to arSV wave. It is important to P articles

point out that Eq(27) is a little different for the EM wave. Equa-  To solve the scattering problem in the spherical polar coordi-
tions (22) and(27) show that there is no coupling between 8i¢ nates, the incident and transmitted plane waves need to be ex-
andSVwaves becausgsy andissy are different, whereas for EM panded in vector spherical harmon[d2,13].

waves,ysy= sy [12]. As mentioned, earlie@Hwaves do not go Taking the expressions from EM wave-scattering thdasy, the
through mode conversion at the interface between two mediumsgidenti can be written as

and SV waves go through mode conversion at the interfgdtg. .

2); whereas for EM waves, bot8H and SV modes do not go P o[ 2+l
through mode conversion at the interfdd®]. Since the method- y=sing>, (~i n(n+1)
ology given in this paper is the same as that for EM waves, one

might be tempted to think that one can directly use the EM waweherej, is the spherical Bessel function of first kifi20] and p>
equations and replace the various terms in the EM wave equatiémshe associated Legendre function of ord¢2Q]. The transmit-
with their elastic wave counterparts. However, this is not true feedt wave can be written as

the following reasons:)IFor EM wavesssy= ¢sy, whereas this

is not the case for elastic waves. This leads to cross coupling

between theSV andSHwave terms in the calculation of transport =sin ¢2 (=
cross section for EM wave scatterin@2], whereas for elastic

waves this is not the case 8% andSHwaves are not coupled) 2 where the coefficienb, will be determined by applying the ap-
For EM waves, the refractive index is same as the ratio of thgopriate boundary conditions at the interface of medium 1 and 2.
speed of EM waves between two mediufig], whereas this is Since the scattere@) wave has to have the spherical wave form
not the case for elastic waves. Due to this, the unknown term &$ mentioned earligiFig. 1), it can be written as

the scattered wave has a different form, for the elastic wave, than o

the EM wave, which will be shown later. Subscriptwill is ¢S=Sin¢2 (—
dropped from the wave vector, and it will be simply writ}enlas
Since scattering by sphere is being considered in this peipesn
be chosen as the radius vecfd?] r. Therefore, Eqs(22) and

)pﬁ(cosmin(km (33)

1 .
m pa(cosd)jn(kar)  (34)

n+14 h2(k 3

where the coefficieng, will be determined applying the proper

(27) can be written as boundary conditions anby is the spherical Henkel functioi20]
of second kind. The reason for choosihﬁis that[13]
Usy= VX (Fifsp) (28) el
1 h2(x) = Te‘ix for x—o (36)
GSVZEVXVX(F¢SV) (29)

If x=Kkr, then Eq.(36) combined with the factoe'“! represents
The discussions in this section so far provide a good descripti8f 0utgoing spherical wave as is required for the scattered wave.
of the physics of elastic waves of all three polarizations, but tHéote thata,, andb, in Egs.(34) and(35) can be complexh3(x)
scattering problem has been only solved for 8téwave, as it is is given by[20]
the simplest of all the three polarizations. However, the theoretical h20) = | . 37
framework developed in this paper can be easily extended to n(X) =Jn(X) =1 770(x) (37
tackle the scattering of other polarizations. Because Shlyave where 7, is the spherical Bessel function of second kind. Two

scattering is being consideredgy will be simply written asiy.  other functions are defined below:
Using Eq.(28) and by applying elementary vector algebra it can

be shown that Z,(X) =Xjn(X) (38)
1 2 () =XH3(x) (39)

U= rsing %(nﬂ)a— —a@(r¢)¢ (30) Using these functions and Eq83)—(35) can be written as

ie., ~sing
W= E —i) ( +1) pl(cosh)z,(kir)  (40)
u,=0 (31a) ki 41 n(n
sing - +1
S_— _i\n 1

Uy= g Jo(T¥) (31b) s ngl (=D)"a, n(n+1)) Pr(cos®)en(kar) (41)
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S',?d)E( )by
1 n

1

ryt= )p%(cosmzn(kzr) (42)

(n(n+1)

Two other functions are defined

1
(C0s0) = e pi(cosd) (43)
d 1
T,(Ccosf)= a0 p;,(cosé) (44)

Using Egs.(31), (41), (43), and(44), displacement for the scat-
tered wave can be written as

cos¢
Uy= Tk, ng (=" n(n+1) Taen(Kal) (45a)
sing - 2n+1
U¢:7anl Al n(n+1))T"8"(k1r) “sb)

and the complex conjugate af, andu,, are given as

_ cos¢ _

uﬂ rkl “= n(n+l) ann(klr) (46a)
B sing - — 2n+1 — 46b

Uy k, &4 ay(i) m Taen(Kql) ( )

Similarly using Eqs(32) and (45), the stress components for the

scattered wave can be written as

©

2n+1 e, 2eg,
— —i\n -
Org= M1 Cos¢r121 an(—1) n(n+1) 7Tn( r rzkl)
(47a)
where
~dep(kqr)
d(kqr)
_ _—— 2n+1 e 28,
— n -_
Oro= 11008 ) A (n(n+l) wn( . rzkl) (47b)
- 2n+1 2e, &)
= I - n —_
Org Mls'mﬁnzl an(—1i) n(n+1) Tn(rzkl r)
(48a)
_ _— 2n+1 2, &,
_ H Yl _n
or¢—M13|n¢Zl a,(i) n(n<1) Tn(rzkl r) (48b)

Intensity | for elastic wave is given bj12]
iw

I= > (o U+ 0y Uyt 0y gUy) — (O Up + 0 gUpt o7 U )

w _ _ _ _
:7[(0r9U9+Pr¢U¢)*(‘Tr9U0+0'r¢U¢)] (49)

Since bothu and o involve summations, the multiplication af

and o cannot have the same indaxIndexn is used foro andm
for u, which gives

cog -
o’r()U@:Mlqu5 2 Z anam(— iH)"(

n=1m=1
’
&n
TnTm|

r

o« 2n+1 2m+1 2e,
n(n+1) m(m+1) 2k,

For o, 4u,, indexm is used foro andn for u as this leads to the
cancellation couple of terms in E9). This gives

) em (50a)

798 / Vol. 126, OCTOBER 2004

M1C052¢2 2 anam(_l) ( )

Oy gUg=
n=1m=1
» 2n+1 2m+1 em 2em Sob
n(n+1) m(m+1) "7 T 2 ) oo (50b)
Therefore,

__ meod e~
Urautfffrﬁue:—rkl 21 21 anam(—iH)"(iHm
n=1 m=

y 2n+1 2m+1 en 2&n\__
n(n+1) mm+1) a7m |\ T 2 ) Em
en 2em

— ( T— m) &p (51&)

Similarly,
L 1sm2 -
OrgUp— Orglp= El 21 anam(—i)"(H™
n=1 m=

y 2n+1 2m+1
n(n+1) m(m+1)

X E_r’]_ ﬁ = — §_ @

TnTm | rzkl €m r r2k1 €n
(51b)

Therefore,

(Uroie_aaua)+(Ur¢i¢_a¢u¢)

©

M1 2n+1 2m+1

r’k, &4~ n(n+1) m(m+1)a”am(_

D) "enem

—erenllTnTm sir? O+ T cos b] (52)
Intensity of the incident waveg is given ag13]
3
_ p1w
=% (53)

Therefore, using Eqs{.49) and(52)—(53)

S_

; _kig >, Annl TaT SIP ¢+ o 08 6] (54)

where

2n+1 2m+1

n(n+1) m(m+1) Anam( -

i )m[erqs_m_?msn]

(55)

nm=

Equations(2) and (54) give

©

1> 2

n=1

©

F(0,¢)= An ol ToTin SIN? p+ o cOF ] (56)

Using Eq.(3), the scattering cross section is given by

27~
sca k2 f f

%

E 2 An ml TnTm sir? ¢

=1 m=1
+ 7,7 COF p]sin 6dAd P (57)
where
2w 27
J cog ¢d¢=f sir? ¢pdgp=1r (58)
0 0
ie.,
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oy @
2 2 Apnl ThTmt+ Tmm]sin 0d 6

) i 2
Csca:F
1Jo0

0 n=1m=1
(59)
and[12]
™ , 2n?(n+1)>2
. (Tt ThTm) SIN 9d0=5an (60)
where §,,,, is the Kroncker delta function.
Therefore,
. 2mi < o
Cle="7 2 (2n+L)ad[eisn—eren]  (61)
1 n=1
or using the definition o from Eq. (8)
2| - 1 -7
C:W E (2n+1)ajaslepen—enen]
1n=1
2i o
=52 (2n+D)ag[eieneen] (62)
X1n=1
Using Egs.(39), it can be shown that
&n(X) = 2Zp(X) +ixn(X) (63)
where
Xn(X) = —X77n(X) (64)
which gives
[8r,rg—n_gr'l““:n]= Zi[Zan’]—Xan’]] (65)
Using the identity{20]
H ’ H 1
JnCOMO0 = 00Ny (X) = 27 (66)
and definition ofz,, [Eq. (38)] and x,, [Eq. (64)]
Zy(X) xp(X) = Z5(X) xn(X) = =1 (67)
Therefore, Eq(65) becomes
[&hEn—Enen]=—2i (68)
Substituting Eq(68) in Eq. (67) gives
4 < _
=52 (2n+1)aa, (69)
X1 n=1

wherex; =k;a. It is to be noted that expression Gffor phonons

has the same form as that for phot¢@&]. In the following para-
graphs,C will be reduced to Eq(69) using an alternate method,

which will be also used to deriv€ .
Noting that[13]

en(X)=i""te”* for x—oo (70)
where
x=kr
and using Eq(A-2)
8A=nsn,1—2ilr:_+ll)sn+1:ine_ikr (71)
Combining Eqs(70) and(71) gives
[ehen—Enenl= —2i (72)
This is the same as E¢68). Using Eqs(70) and (71), it can be
shown that
ErEm— EmEn=[—211(1)" (=)™ (73)

Journal of Heat Transfer

Substituting Eq(73) in Eq. (56)

0

F(0,d)= 22 2 2n+1 2m+1

& ~ n(n+1) m(m+1) @] 77 I ¢

+ 177, COS ] (74)

F(60,¢) in radiative transport is normally expressed Ré6d)
[12,13]. This analysis is also called the wave zone anal{si§
Following the same representation for phonon transge(®) is
given as

1 2m
F(9)=zfo F(0,4)d¢ (75)

or

2n+1 2m+1
" n(n+1) m(m+1)

an@ml 70T+ Ty Tl

(76)

Fo=2 >
Using Eq.(76) and(4), ®(0) is

P

2n+1 2m+1
n(n+1) m(m+1)

anam| TnTm+ Ty 7]

n=1m
d(0)=
E (2n+1)asa,
n=1
(77)
It can be shown using Ed@5) that(®) can be written as
1
(D)= > f d(#)cosd sinHdo (78)

To evaluate (®) in Eq. (78), the integral [{(7,7m
+ 7y 7my) Sin 6 cosfdl needs to be evaluated. This integral12]

2n%(n+1)(n+2)3

fo (Tt My Tm)SiN 0 COS00 0=~ e e
for m=n+1

2n(n+1)%(n—1)>?
(2n—1)(2n+1)

(79a)
f (7n T+ 7 m) SIN 6 COSAA H=
0

for m=n—-1 (79b)

f (TnTm+ Thmm)Sinf cosfdd=0 for m#n+=1 (79c)
0
Substituting Eq(79) in Eq. (78), (®) is given as
<<I>>— =
> (2n+1)asa,
n=1

(n(n+2)
n+1

d ananJr l)

(80)

Note that Eq.(80) is a little different for EM waveg12] due to
cross coupling betwee8V and SH waves as mentioned earlier.
Therefore,C in the diffusive regime is given as

Cr=C(1-g)=C(1—(D)) (81)
In this section, the expression f@ and C; was derived. The
expression fom, is derived in Sec. 4.
4 Calculation of a,

At the interface the displacement and the stress are continuous.
Using Eq.(45) and the application of displacement continuity

ub+uS=ul, (82)
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gives

Z,(X1) ta £n(X1) -b Z,(X2)

X1 n "X,

. (83)

en(X1)  2e4(x1)
a ax;

Z)(X1)  2z,(Xq)
M1 - anpy

a axy

Z(X2)  22,(%,)
a ax;

= Pni2

(85)

Similarly using Eq.(47) and the application of stress continuity, Where

i _ ot
O'Iro"‘ Ufa‘ Trg (84)

gives

_ 2Z(X)[X2Z)(X2) = 2Z(X2) 1= 1 Za(X2) [ X124, (X1) — 2Z(X1) ]

df
f’(x)=(—d(:))

x;=Kk;a andx,=k,a wherea is the radius of the scatterer.
Solving Eqs.(83) and (85) provides

28 n(X1)[X2Z1(X2) = 2Zn(X2) 1= 1 Zn(X) [ X18n(X1) = 28n(X1)]

For EM waves Eq(86) is a little different due to the fact that the refractive index is the same as the ratio of speed of EM waves in the

medium and the particle, as mentioned earlier. Noting that

a, from Eq.(86) can be written as

(86)

n=

The denominator of E88) can be written as

Zp(X) =] n(X) +Xjp(X) (87a)
en(X)=hp(x) +xhy(x) (87b)
B M2jn(X0)[X2) 4(X2) = [n(X2) 1= m1jn(X2) [ X1] n(X1) = jn(X1)] (88)
#2ha(X)[X2] n(X2) = [ n(X2) 1= maj n(X2) [X1hp(X1) = hn(X1)]
[
Re(anan+1)= Cncn+1[cncn+l+dndn+l] (93)

M2f n(X)[X2] n(X2) = Jn(X2) 1= taf n(X2) [ X1] n(X1) = jn(X1)]
—i[pamn(X)[X2) n(X2) = jn(X2)]

= K1) n(X2)[X170(X1) = 7a(X1) 1] (89)
Using Egs.(A-2) and (A-3) and Eq.(88), a, can be written as

— 90
4=, —id, (%0)
where
. M2, M2 M1,
%=Jmﬂx»<n14;fhwuxﬂ+ 2 1m_ﬂmﬂ
. . M2 .
+(N+2)jne1(X1) |~ jnr1(X2)[ (N+2) Zln—l(xl)
Mo~ M .
+ =) (= 1) 1(Xg) (91a)
. M Mo~ M
dn=Jn-1(X2) (n_l)[_zﬂnu(xl)"‘#%1(X1)]
M1 M1
. M2
+(N+2) 7y:1(X) |~ Jn+1(X2)] (N+2) Znn—l(xl)
Mo~ [
+—%;;inmluo]+«n—1w%ﬂxo (91b)

It is to be noted that every term in E@1) is known in terms of
X1 asx,=v4/v,X; Wherev, andv, are the speed ddHwave in
medium 1 and 2, respectively. Equati(80) gives

2
aQ _i 92)
Bnln =7 2 (
which will be used to calculat€ and

800 / Vol. 126, OCTOBER 2004

(Catda)(chiy+disy)

which will be used to calculatéd) and C; from Eqgs.(80) and
(81).

Two special cases of a spherical cavity and a rigid body are
treated separately to calculaag. For a rigid body scatterer, the
displacement at the boundary is zero which by using B8)
leads to

Cn=]n(X1) (94a)

and

dn= 7n(X1) (94b)

For a cavity the stress at the boundary vanishes, which by using
Eq. (85), leads to

Ch=(N—1)jn-1(X) = (N+2)jn11(X1) (95a)

and

drn=(N=1) 70 1(X0) = (N+2) 7. 1(X1) (95b)

5 Results

C, Ct, andg have been calculated for rigid, cavity, and elastic
scatterers for different values of,. Figures 3 and 4 show the
calculations ofC andC+ for rigid and cavity scatterers. Figures 3
and 4 show thaC approaches 2 an@; approaches 1 for large
values ofx; wherex;=k,a for both rigid and cavity scatterers.
Large values ok; means that the scattering falls in the geometri-
cal scattering regime. In the geometrical scattering regime calcu-
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Xq
Fig. 3 Scattering and transport efficiency of a rigid scatterer Fig. 5 Scattering and transport efficiency of an elastic scatter

with v=0.5 and z=0.5

lation of C by geometrical acoustic leads @=1, i.e., scattering i ¢ spherical B [ functi f first and d Kind
e . ) summation of spherical Bessel function of first and second kind.
cross section, is the same as the geometric cross sectaf) ( asier various trials, it was found out that number of terms needed
where calculation based on the theory developed in this paggf siaple evaluation of summations in E¢®9) and(80) was two
shows thatC approaches 2. This is totally consistent with thgimes the value ok, . If the number of terms were less than two

scattering of EM waves, whei@=2 based on the Mie theory is times the value ok;, then bothC and C; continuously dropped
called scattering paradd#2]. The reason foE =2 based on Mie with increasing valté ok, and if it wasThigher than gtimgs?,

scattering theory is that Mie scattering theory also takes care ; ; ;
the diffraction of waves, where geometrical scattering calculatio% dn,ﬂgj: %%?Sé?g ggdtrt]ﬁeriglc%jgt?g %?anigtjcnhd bbeetf/\\/lxgeeenn tt':\ee mggi'ﬁm

only include the reflection and refraction of waves. Howeve ; : :
" b . nd the particle, the summation ran into convergence problems.
Figs. 3 and 4 show that for cavity and rigid scattere®s, ap- = rx1<lF? the number of terms was always kept%t 4 P

proaches 1 in the geometrical scattering regime, i.e., the therm%:- N : . .
transport cross section is same as the geometrical cross sectf'or _|rgu][ers giﬁsrst:?v\\; tlhe cacll(;u\llsﬁoPs©iand/CT forr]éelzaatlr(]: ?Cit
Note that for the cavity and rigid scatterers, b@andCy do not ©'©rS Tor dilierent values erev=vy/v, a ere

depend on the speed of sound and the density of the medium a&2U2/P1v1 (Zis also called the acoustic mismalcy; and u,

segn from Eqs(95)1) and (95). The number of te?/ms used to caln€eded in Eq(91) are calculated using Eq16). Figures 5-8
culate the summation in Eq$69) and (80) was two times the show that ax, becomes very larg€ approaches the value of 2,
largest value ok, used in the calculation. For the calculation®f whereasCy is approaching a value smaller than 1. Figures 5-8
andC; for the cavity, it was not possible to perform the calculashow that even fox, as large as 20 botlE and Cy show an
tions beyondk, =12 because the summation became unstable dogcillatory trend, i.e., scattering is still not strictly in the geometri-
to the convergence problem. A lot of care needs to be taken in @l scattering regime. This type of oscillatory behaviorCoand
evaluation of Eqs(69) and(80) because it involves summation of C+ is also consistent with the scattering of EM way&g]. Fig-
spherical Bessel function of first and second kind. Bohren angles 3—8 show that transport cross section can be very different

Huffman[12] have provided a good discussion on the calculatiofiom the scattering cross section, depending on the acoustic mis-
of the scattering coefficient of EM waves, which also involves the

7 C T T 1 1 J
2 r ]
- Cr ]
1} ]
VRARRAARA A A E
n 1 n n n n 1 n n n n 1 n n n n
1] 10 15 20 25
0
X1
Xq
Fig. 6 Scattering and transport efficiency of an elastic scatter
Fig. 4 Scattering and transport efficiency of a cavity with v=0.5 and z=2
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Fig. 7 Scattering and transport efficiency of an elastic scatter Fig. 9 Asymmetry factor g for rigid and cavity scatterer

with v=0.75 and z=0.5

match between the medium and the scatterer. Figures 9-13 shé transport scattering efficiency based on geometric scattering

the calculations of or (). Figure 9 shows thay approaches the theory is given as
value of 0.5 for rigid and cavity scatterer for large valuespf
whereas for elastic scatterdfSsigs. 10—13)considered in this pa- Cre=Cq(1-G) (99)

per,g can be sometimes negative. where Cg and Cg are the scattering and transport efficiency,

The author, in an earlier papé8], presented a closed-formyegpectively, based on geometric scattering theory. The transport
analytical solution for the calculation @f for SHwaves in the ¢ross section from the Mie scattering theory developed in this
geometrical scattering regime based on the phenomenon of Mydper and the geometrical scattering theory from the previous pa-

tiple reflection and refraction of waves by a large sphere, agr[3] has to be equal. Therefore,
shown in Fig. 14g calculated by this method is calléglin this

paper.G is given by[3] Cre=Cy (100)
12R¥(1—cos 27') +(1—R)cog 27— 27") e,
G= — d(cog 7)
0 1-2Rcos2r' +R Cs(1-G)=C(1—-9) (101)
(96) Ce=1 based on geometrical scattering theory @2 as men-
47 sin T\/m tlpned' earlier from Mle scattering theory. Therefore, EH01)
= (97) 9gives in the geometric scattering regime,
[sinT+zy1—[v cosr]?]? 1 G
The anglesr and 7' are related to each other by Snell's law as 9=5+73 (102)
cos7' =v cosT (98)
5 1 1 1 L) 1 T T 1 1
at . OT :
3k ]
2F R ]
s ",;\
M 1 0 . .
[ Woraa, .. .. ] = Rigorous Theory
1} ZLESESERRR S ] . ;
[ ARSI TR ] | - - - (Geometrical Acoustic
A AVAG N ]
U [ 1 L i 1 n I 1 I 1 n n L n 1 n n n " 1 " n n n i i I I I 1 n I I i 1 I I I I 1 I I n n 1 n n n n
0 <] 10 18 20 25 0 5 10 15 20 25
X4 X1
Fig. 8 Scattering and transport efficiency of an elastic scatter Fig. 10 Asymmetry factor g for an elastic scatterer (v=0.5,z
with v=0.75 and z=2 =0.5)
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Fig. 13 Asymmetry factor g for an elastic scatterer (v
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[

Fig. 14 Schematic of the multiple reflection and refraction of
acoustic waves by a large sphere

Figures 9—13 show the value gfcalculated by Eq(102). For the
rigid body and cavityR in Eq. (96) is 1, i.e.,G=0. Therefore,
g=0.5 from Eqg.(102), and Fig. 9 shows that the rigorous theory
developed in this paper matches this result for large values .of
Figures 10-13 show that approaches the value gfcalculated
by Eqg.(102)for different elastic scatterer considered in this paper.

Conclusions

This paper developed the rigorous Mie scattering theory for the
scattering ofSHwave phonons, i.e., no-mode conversion case by
spherical scatterer. Most of the physics and methodology given in
this paper can be extended to the scatterin§é&nd longitudinal
phonon, i.e., for the mode conversion case. Calculations based on
the theory developed in this paper show that the thermal transport
cross section can be very different from the scattering cross sec-
tion.

Nomenclature

U = displacement vector

U = amplitude of displacement vector
Cl., = scattering cross sectidm?)

C}S%a = transport cross sectiafm?)
A = vector
B = vector
H = vector in Eq.(22)
a = radius of the scatterém)
a, = scattering coefficient
b, = transmission coefficient
¢ = defined in Eq(92)

C = scattering efficiency
Ce = scatterin% Cross section using geometric scattering
theory (m°)
C; = transport efficiency
Cq¢ = transport cross section using geometric scattering
theory (m?)

d = defined in Eq(92)
F = scattering function
G = asymmetry factor in diffusive regime calculate by
using geometric
g = asymmetry factor in diffusive regime
h = spherical Hankel function of second kind
I

phonon or photon IntensitfVm~2sr *s)

OCTOBER 2004, Vol. 126 / 803

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



j = spherical Bessel function of first kind Appendix

k = wave vectom %) on+1
K, = scattering coefficient due to particle scattering *) fro1(X)+ (X)) = fr(x) (A-1)
K, = scattering coefficient due to Umklapp scattering
(m™ nfy_ 1) = (n+ 1)1 () =(2n+1)fr(x) (A-2)
| = mean free pattim) n+1
mfp = mean free path — )+ () =F,_1(X) (A-3)
r = radius(m) x
_ S . n
e o vaves 0 =0 -
v = speed of elastic wavens ) where f (x) can behy(x), in(x), 7n(X), Zn(X), xn(x), and
X = size parametefka) en(X).
z = function in Eq.(38)
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Introduction obtained. This equation is then applied for prediction of the sur-

. . . . face temperature under heating conditions, and the results are
Heat transport at small scales receives increasing attention q:

to application in modern electroni¢s], [2], and[3]. Many com- lé?npared with the available experimental data.
monly used devices, such as personal computers or cellular
phones, operate already on nanosecond time scale, and the spatial i L )
scales for the energy transport are of the order of a single atorlYlathematical Model and Preliminary Analysis
It has become established that the heat transport equation i€onsider an infinite solid—~<x<+~. According to the
different from the classical one at such time scfgs In particu- dual-phase-lag model proposed by Tz, for any —oo<x
lar, one has to modify the Fourier law, which relates heat flux and + %, —o<t<+= there is a lag between the local temperature
the temperature gradient. According to Fourier law, heat flux adradient,dT/dx, and the local heat fluxg”,
justs immediately to the imposed temperature gradient, i.e., there

is no relaxation time for the heat flux. At those scales where the q"(X,t+ )= —k- ﬂ(x,t+ )]
Fourier hypothesis fails, one has to take into account the lag be- IxX
tween the heat flux and the temperature gradient. In the most X< 00—t < oo @)

consistent way, such model for micro-scale heat transport has ) )
been proposed by Tzd&], who introduced the two lags, namelyHere 7q is the phase lag of the heat flux; is the temperature
the heat flux time lag and the temperature gradient time lag. Sugfgdient phase lag, aridis the thermal conductivity of the mate-
a model represents a new type of constitutive relation between fifd: ThiS is in contrast to Fourier’s law, where heat flux adjusts
heat flux and the temperature gradient, which supercedes the Fymediately to the imposed temperature gradient
rier law at small scales. Being combined with the energy conser- oT
vation law, such relationship leads to the energy transport equa- 4"(X,1)=—k- —(x,t); —ee<x<+oe, —w<t<te (2)
tion, which is different from the classical parabolic one.

Numerical solution of the modified heat transport equation has Constitutive relatior(1) results in the new form of energy con-
been attempted if5], using phase lags as small parameters af§rvation equation, which in general form is written as

obtaining Taylor expansion of the constitutive relationship. aT 1 99"(x,1)
The present study generalizes analysis of the one-dimensionaﬁ(x,t): vt T; —o<X<+owo, —oolt<+owo
homogeneous energy transport equation with the dual phase lag. PCp 3)

The integral form of the solution is obtained for the most general - ) ) g
form of the constitutive relationship. It is shown that the general The nature of the modified equation can be established if one
formulation, which does not involve approximate Taylor series, ifXPands the left and right hand sides of En).to get

fact leads to quite simple heat transfer equation and integral rela- aq” JT 5T

tionship for the solution. q”+ T +0(7y)=—K X + Tt +o(77);
Analysis is restricted to a one-dimensional semi-infinite domain

with constant material thermal properties. Note that materials be- —o< X<+, —o<lt<+oo 4)

have as thermally thick in most microheating applications. Fur-
ther, in many typical casgsuch as the one considered beldhe
temperature rise is very small; therefore the constant mater
properties assumption is an excellent approximation. Ty PT 14T 92T BT

The energy transport equation is reduced to the form, closely = — —+— + 7t 0(7g) +0(77);
reminiscent of the classical heat transfer equation, but with the axcot
time lag. Integral equation, which relates local values of the tem- —m<xX< 40, —o<lt<+ow (5)

perature and its gradient at any point inside the domain, js ) ) )
for the temperature field[(x,t), in the domain.

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF It is _clear from Eq.(5) that the Iaggmg behavior ShOl.'lld. be.
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 22t@KeN into account for the processes whose characteristic time
2002; revision received June 3, 2004. Associate Editor: G. S. Dulikravich. scales are comparable tQ, TT.

Upon substitution into the conservation 1d®), the following
t&ﬁat transport equation is obtainf]

4+ =
a gt2  a dt Hx2
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Different approaches may be taken to solve the heat transportt is obvious now that the temperature and its gradient are re-
equation with the lags numerically. Tz¢&], for instance, consid- lated locally. Taking the derivative of E12)
ers the truncated E@5) and then obtains a solution of this equa-
tion in the Laplace space. The solution thus obtained cannot be do(x,s) =—Cy(s)- 1 /Eexp(Ar-s)e’ Jsla exp(A7-s) X
inverted. Therefore, approximate methods, such as partial expan- dx ! a
sions and the Riemann—Sum approximation, have to be applied. (23)

Although the numerical results agree quite satisfactory with mogbd comparing to Eq12) itself,
of the experimental results, the exact solution is believed hard

at all possible—to obtain. do(x,s)

In fact, truncation of the constitutive relatidtt) is not neces- O(x,8)=— exp( ) ax (14)
sary. Even involving conventional finite volume methods, one can
easily solve the conservation equati@ with the general consti- ~ The inverse Laplace transform of E44) can be found involv-

tutive relation(2). ing the table transforri6]
Moreover, in the next section we demonstrate that a simple A
integral equation can be obtained involving the constitutive rela- u(t )
tion (1). Therefore, the problem is considered here in the most \[ exd — 27 s 3_ (15)
general form, involving the both lags and untruncated constitutive 7-; AT
relation t— >

Note that Eq(1) can be written in equivalent form as
whereu(t) is the unit step-function, and applying the convolution

T . . nd & nve
q"(x.)= k- — (x,t=(7q= 0)); theorem[6]. This results in the following integral equation:
—o<x<+w, —oltl+ow (6) \[ ( )
Substitution of(6) into the conservation equatid8) yields N7 fo—\/iAr S (=)A= 9(x.t) - (16)
- —
02

JT T
— X)=a— (X,t— - ; .
at b= a ax? ( (7q=77) or, after simple re-arrangement; t* = g,

—o<X<+ow, —olt<+to (7)

, (X 0)
Equation(7) has the same form as the classical heat transfer (A
! . 4 e T(x,t)=To— -dg - (17)
equation, but with the lag,— 71 in the diffusion term. [ Ar
An immediate and important conclusion from EJ) is that - ——§
solution in the dual-lag model does not depend gnand 7¢ _ ) _
separately, but on the differeneg— 71 only. Integral equatior{17) relates values of temperature and its gradi-

ent at the same point, and holds everywhere inside the domain.
In terms of the heat flux, Eq17) can be written as

Integral Equation t=AT2 (X, {+ A7)

i i-infinite soli T(X,)=Tot+ —— d¢ (18
Consider now the problem for semi-infinite solid (x,1)=To \/Tpcp j \/j ¢ (18)
aﬂ( t) (9219( t—A7); te[Are[;xe[0;[ (8) g
—(x,H=a—(X,t—A7); te[Aro[;xe[0;%
ot ax2 Being applied at the surfacex€0), Eq. (18) provides the
means to predict behavior of the surface temperature of the mate-

This d itiall th I ilib Theref th
is domain is initially in thermal equilibrium. Therefore, the rial, T.(t) = T(0J), based on the imposed flgg(t)=q"(1,0),

initial and boundary conditions are written as
9 1 A2 qg({+AT)
- 2 0t— —_ g = t)= — 19
F(x0=0, —(0t=A7)==q"(0,), H(=1)=0 (9) Ts(t) m \/Tlg ¢ Q9
The condition atx=0 depends on particular specified rate of
solid heating given by the flux"(0t), and is a direct conse-  gyrface temperature is the most important parameter in micro-

quence of constitutive relatiof6). scale heat transfer applications.
Here the excess temperature is introducedyasT —T,, and For the case,= 7:=0, the above equation reduces to integral
Ar=74— 77 is the difference between the lags. relation obtained for the classical heat transfer equation by Kulish
Differential equations with lag are readily handled by Laplacgnq Lage[7].
transform.

Taking transform of Eq.(8) with respect tot, L(9(x,t)) e
—0(x,s), and involving initial condition, one gets the ODE ~ Model Validation
A test solution is obtained by integrating Ed.9), in order to

d2® s . . . ~
— > exp(AT-5)-©=0 (10) predict surface temperature of the material, subjected to pre
dx? scribed heat flux. The heat flux applied at the boundary imitates
) . laser impulse according to Gaussian distribution in time, namely
with the general solution
—— JE— t—b
@(X,S):Cl(s)e—\fs/aEXKATAS)Ax_i_CZ(S)evS/a exp(A7:s) X q’s’(t)—q’s"maxex%—(T) :|, t=0 (20)

(11)

The latter must be bounded at-«, therefore,C,(s)=0, and
the solution is written as

with b=10ps ando=5.0 ps(Fig. 1). Characteristic time of the
considered heating process is, therefore, of the order of picosec-
onds. In the course of computations, the maximum value of the
O(x,5)=Cy(s)e /@ SHAT-S) X (12) surface heat fluxqy .., was 16 W/m?.
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Fig. 3 Time evolution of the surface temperature for different
values of the phase lags: (B) A7=—88.5422 ps (7,=0.7438 ps,
77=289.286 ps) —base case; (F) A7=-97.3964 ps; (D) Ar

Fig. 1 Laser impulse for the test case

A0 4,

=—79.6880 ps

Material properties are taken as those of goid), i.e., k
=315W/(mK), a=1.2495x10 *m?/s, 7,=0.7438ps andry
=89.286 pg5]. The time lags cited if5] have been determined _ N —
experimentally. _ _ _ _ _ 91 oo ' - ! ‘_ 1

For a given heat flux history, integration of E49) is straight- r | . integral eq;‘act;P" a1, (1994) 2
forward, and is carried out by explicit time advancement using | . & © o Zig:mz:t Blg:on 'ei al. (1987)
trapezoidal rule for integration. In order to handle singularity, ana- P “u o 1
lytical integration is performed in the vicinity of the upper limit. T “”m.m

HH\

The time step is chosen in such a way that the relative error of the P
. 6 .. . . . 0.4 -
solution does not exceed=10"°. Upon achieving this criterion, P

|

HHHHHHHH[ AO n "
' . ' . | HHIHHHHQHIHHAijIm m :
the solution also becomes independent of further reduction in time , ¢ =

step. _ . h tps |
The evolution of the normalized surface temperature,(Tg ol ]
—To)/(T,— Ty, is shown in Fig. 2. Also shown in this plot is the 0 02 04 06 08 1 12 14 16

profile for the classical heat transfer equatiog= 7r=0).

It is obvious from Fig. 2 that the classical solution deviateBig. 4 Comparison between the numerical solution and ex-
significantly from solution of Eq(19) at time scales comparable perimental data
with 74, 77, and, therefore, cannot be used at such scales. In
particular, the maximum surface temperature is predicted at later
time by the classical equation, and the shape of the temperatur@inally, Fig. 4 shows the numerical solution of E49) com-
profile is quite different from the solution of E¢L9). pared with the available experimental data by Brorson ef&l.

An interesting mathematical exception is the cage=7r, and Qiu et al[9]. Direct comparison of the maximum tempera-
where the solution of Eq19) coincides with that of the classical ture with the measurements was not possible, since experimental
equation. However, such a case is unlikely for real materials, sindata[8] and[9] are presented in normalized way. The maximum
the lags seem to differ significantlgee above example of gold). excess temperature obtained in the present calculations was

Note also that for real materiats-> 7, so that the upper limit AT, ~0.06 K.
in the integral(Egs.(17)-(19)) is always positive.

The lagsry, 7r are material properties, which are known, howconclusions
ever, with limited accuracy. It is worthwhile, therefore, to inves- . . .
tigate sensitivity of the solution to these parameters. Plotted in | N€ heat transport equation with the dual-phase lag constitutive
Fig. 3 is a family of solutions that are obtained for different value€'ation is considered. In contrast to previous studies, general for-
of A7, which deviate* 10% from the base values given[ifi]. The mL_JIatlon of the constitutive relationship is r_etalned in th_e analys!s.
sensitivity is small, compared with difference between the clasd}-iS shown that such a general formulation resuits, in fact, in
cal and dual-lag solutions. much S|mpler solution of the problem. Hgat transfer equation with

From Fig. 3, one can see that the less value of the lag is, ¢ dual lag is reduced to the form, similar to the classical para-
closer the solution is to the classical mogeo lag). bpllc equation. The solution of such equation depend§ only on the
difference between the two lags. Therefore, the lagging behavior
of the particular material is, in fact, described by the single pa-
rameter.

The method of Laplace transform has been used to obtain rela-
tionship between the local temperature and the local heat flux for

0.8 the considered model. Such a relationship is written in the form of
a simple integral equation.
o8 Being applied at the surface, the integral equation provides a
convenient way to predict maximufsurface)temperature during
0.4 heating. The integral equation has been tested for the case of
material heating by a picosecond laser impulse. The result has
02 been compared with the solution of the classigarabolic)heat
I S R I T I transfer equation and with the experimental data available in lit-
1 11 A1 1 11 erature.
0 1o 210 10 410 o1 In case of zero lagéor for time scales much longer than time
Fig. 2 Normalized surface temperature obtained for a bulk lags), the proposed integral equation reduces to the previously
sample of gold (Au) in the case of the dual (B) phase lag, and  established integral relatioi8] and[7], applicable to problems,
classical energy equation (D) described by classical Fourier law.
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Nomenclature 71 = temperature gradient phase lag, s

L A7 = difference between lags; 7,— 71, S
b = mean of normal distribution, s T 957 7q™ T

¢, = specific heat of solid material
k = thermal conductivity, W mtK !

L = Laplace transform operator References
q" = local heat flux, W m? [1] Brorson, S. D., Kazeroonian, A., Moodera, J. S., Face, D. W,, Cheng, T. K.,
qg — surface heat qu>(atx=O), W m 2 Ippen, E. P., Dresselhaus, M. S., and Dresselhaus, G., 1990, “Femtosecovd
- Lapl t f iabl Room Temperature Measurement of the Electron-Proton Coupling Constant in
S = _ap ace transform variable Metallic Superconductors,” Phys. Rev. Let4, pp. 2172-2175.
t = time, s [2] Qiu, T. Q., and Tien, C. L., 1994, “Femtosecond Laser Heating of Multilay-
t* = dummy time variable, s - ereld rI}\/Ietals—l. Analysis,” ASME J. Heat Trgnsferz, pp. 2789-2797. |
_ 3] Kulish, V. V., Lage, J. L., Komarov, P. L., and Raad, P. E., 2001, “Fractional-
T= .ak.)s.omte temperature, K Diffusion Theory for Calculating Thermal Properties of Thin Films From Sur-
To = initial temperaturgat t<0), K face Transient Thermoreflectance Measurements,” ASME J. Heat Transfer,
T, = surface temperatur@t x=0), K 123(6), pp. 1133-1138.
T, = maximum temperature during heating, K [4] Cattaneo, C., 1958, “A Form of Heat Conduction Equation Which Eliminates

m P
u(t) — unit step-function Elhae3 Paradox of Instantaneous Propagation,” Compte Rerilis, pp. 431—

X = co-ordinate normal to material surface, m [5] Tzou, D. Y., 1997Macro to Microscale Heat Transfer: The Lagging Behayior

Taylor & Francis.
Greek Symb0|s [6] Abramowicz, M., and Stegun, I. A., 196#andbook of Mathematical Func-
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a
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g - Egg?:setﬁrrgﬁsefgt;r?ﬁ-r TO‘ K sient Local Temperature and Heat Flux,” ASME J. Heat Transieg, pp.
- 372-376.
# = normalized non-dimensional temperature, [8] Brorson, S. D., Fujimoto, J. G., and Ippen, E. P., 1987, “Femtosecond Electron
=(Ts—To)/(Tm—To) Heat-Transport Dynamics in Thin Gold Film,” Phys. Rev. Le®9, pp. 1962—
— ; iatri : 1965.
o= varla_nce of 'l%rma' distribution, s [9] Qiu, T. Q., Juhasz, T., Suarez, C., Bron, W. E., and Tien, C. L., 1994, “Fem-
p = density, kgm tosecond Laser Heating of Multilayered Metals—II. Experiments,” Int. J. Heat
74 = phase lag of heat flux, s Mass Transfer37, pp. 2799-2808.
808 / Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Estimating Parameters and

Refining Thermal Models by

Using the Extended Kalman Filter
Ashley F. Emery ApproaCh

e-mail: emery@u.washington.edu

Department of Mechanical Engineering, Parameter estimation is based upon a comparison of predicted deterministic model re-
University of Washington, sponses to data. The models are often numerical, e.g., finite volume, with intrinsic inac-
Seattle, WA 98195-2600 curacies. In addition, the models typically assume a full knowledge of the physical pro-

cesses. By using the concept of state variables and employing the extended Kalman filter
approach it is possible to include additional effects in the model to achieve better agree-
ment between the model and the data. This paper describes such an approach to the
estimation of thermal conductivity in a transiently heated and cooled one-dimensional
system and shows that it leads to a resolution of questions about the time behavior of the
residuals previously observed in an estimation based upon the least squares analysis.
[DOI: 10.1115/1.1795811

Keywords: Models, Parameter Estimation, Correlated Data, Uncertainty, Kalman Filter

Introduction If the errors are independent and identichIy distributed, i.e.,
=0 (T), then the uncertainty in the estimatelofiven in terms

Consider estimating the thermal conductivity by measuringi ORI
9 y oy the standard deviation is simply

temperatures as a function of time and positibs,F(x,t,k). The
usual approach is to minimize the weighted sum of the errors

squared o R) _ o(T) -
N EN i 2
$=2 wief =2 w(T—Fi(xtK)? (1) =1\ K,
i=1 i=1 i

This is an optimistic estimate of the precision of the estimate and
frequently the precision actually achieved is less. The optimal
experiment will have been designed to achieve the maximum pre-
— Ty -1 cision, but more often than not, the experiment is run first and the
S=HT=ROGLIEEHT =Rk} @ data analyzed later to determine the pFr)ecision. Given the data, the
where3, the covariance matrix of the errors, is typically taken aguestions arise about how much of the data should be used, how
a diagonal matrix whose elements afé which is equivalent to the errors may be interrelated, and particularly how the conduc-

; _ ; tivity should be deduced from the data.
settingw; =1/a7 [1]. If the errors are correlated th&his a fully h ; . -
populated matrix. When the data streams in at a high rate, as in communications

Since minimizingS may be quite difficult for complex func- or radar positioning, it is often desirable to estimate the properties

tions it is usual to expané in a Taylor series about an initial cc’gl'llgée;se':cﬂemi'; rlgggis's\’%;;t dslg;ﬁrlrrl an ];Iitlzg?]n ([sgrg?t]lr;rees
guessky, keeping only the first term q 4 9.5,

often used. It is not likely that the temperature measurements used
[T ={Fi(x,t,ko)} +HT(k—ko) @) o estimate conductivity will be observed at such high rates or that
one would desire to estimateon the fly. However, Kalman fil-
where {T} is the column vector of measured temperatures, af@ring and the concept of state variables can often prove to be
H:{ﬂF/ﬁk|kO} is the sensitivity of the model tk. Minimization helpful in understanding the experimental results, particularly
is achieved by choosing a sequence of values mfoducing val- when the usual approach reveals inconsistencies. In this paper we
ues ofF,(x,t,k) that converge to the minimum point. The condescribe an experiment for which the estimation of thermal con-

verged valuek, is taken to be the best estimate of the true val(@ictivity based on Eq(3) displayed an unusual behavior of the
of k. It can be’showﬂjz 3]that if the model is exact but that theresnduals, leading to questions about the resulting values. The Kal-

measured temperatures have errorsise)that are of zero mean man filter approach was then utilized with different models to
and normally distributed thek has a normal distribution with a ascertain what may have caused this behavior, i.e., temperature

- S dependent conductivity, sensor position error, or unmeasured heat
mean ofu and a standard deviation of(k) where transfer. By augmenting the model to include additional internodal
ot L To 1 heat transfer the anomalies are eliminated.
pu=Kot o “(K)H'Z"{T;i—=Fi(ko)} (4a)

whereT, are the measured temperatures,are the weights, and
Fi(x,t,k) is the modeled response. Hg) can be expressed as

The Experiment.  Blackwell et al.[8] estimated the conduc-
o (k) =HTSH (4b) tivity of stainless steel by measuring the temperatures in a thin
hollow tube of length 2L. Full details are given [i] but a brief
Contributed by the Heat Transfer Division for publication in tf@BNAL OF description is given here. Figure 1 is a schematic of the system.
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 10:|—he _OUt?r Surf_ace of the_ tube ‘was COYe_re(_j by and the hollow
2003; revision received June 30, 2004. Associate Editor: G. S. Dulikravich. interior filled with space insulation to minimize losses from the
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1C1 Fig. 2 Measured temperatures at the indicated thermocouples

with TC 1 and 14 located at x==L and 7 and 8 located adjacent
to the centerline, x=0: (a) estimated conductivity; and  (b) es-
timated standard deviation.

! End Block with
Circulating Fluid

based upon Eq5) using all the measured data. Computing the

conductivity using each sensor individually and using the data

from thermocouples 2—13 during the heating phase and assuming

no error in density or specific heat gives the results shown in

surfaces and to create a one dimensional temperature field. Tladle 1t

ends of the tube were heated by a fluid which flowed through If the noise in the measured temperatures is independent and of

serpentine channels in copper end blocks. In principle the tegpnstant standard deviation, we see from (jthat as more data

perature was symmetric with respect to the length of the tubé.gathered the standard deviation will diminish. Figure 3 illus-

Temperatures were measured at 14 equally spaced axial locatitsates how the estimated conductivity and its standard deviation

each with 4 thermocouples spaced equally about the circumfegry as the experiment time increases for conductivities estimated

ence. The estimation of the thermal conductivity from the expefitom single thermocouples and from all of the data.

ment requires a knowledge of the heat flux history. Because the sensitivities are functions of thermocouple position
Because of the unknown thermal characteristics of the coppgrd time, the standard deviations associated with the individual

end blocks and the contact resistance between the end blocks sewisors vary considerably. Combining all the data redu¢k} to

the steel tube, it is not possible to precisely specify the boundahe apparently very acceptable level of 0.0049 W/mK or less than

conditions and the inverse problem then involves estimating bd®03%. However, estimating the standard deviationsusing the

the conductivity and the time history of the end heat fluxes. Beesiduals typically yields a minimum value which is rarely

cause the time history of the fluxes is difficult to obtain, as denachieved.

onstrated in many papef®,10] the time varying temperatures In fact, the noise associated with the different thermocouples is

measured at the endss= + L were taken to be the prescribed endtorrelated. Emery et aJ11] have shown that this correlation and

boundary conditions and the temperature histories computed usihgt associated with thermocouples 1 and 14 which are used as the

a finite volume code. The measured transient temperatures wieoeindary conditions for the model result in an increase in the

fitted to the numerically computed temperatures as a functide) of

X, andt and the conductivity estimated using the usual least

squares equations under the assumptions of unit weight and ind€e*The results differ slightly, 0.14%, from those presented@hsince a different

Fig. 1 Schematic of the experiment

pendent errors of zero mean numerical simulation code was used.
aT
N (W . ) (Ti—Fik,x,1)) Table 1 Estimated conductivity and standard deviation using
k= El .N — ©) Eq. (5) with a value of o(T)=0.08C
= D (_k ) Sensor K o (k)

=1 oKy, 2 only 14.9235 0.0431
There are a total of 48 thermocouple histories with measurement% ij:ggg% 8:8%‘8
taken every 1.5 seconds. Figure 2 shows the first 750 seconds gf 14.5367 0.0152
the temperature history. The temperatures histories of the synf 14.6090 0.0139
metrically placed thermocouples match so well that they canno ﬁ-ggg;‘ 88%%2
be differentiated on the figure. If the errors of the measured temyg 145048 0.0138
peratures are correlated, then the information gained is less thamp 14.5328 0.0152
the sum of the information from all sensors and the standard detl 14.3825 0.0177
viation is greater than would be predicted using &).under the 12 %13%78 0-0223
assumption of independence. Emery et[al] have shown that 2 15 sensors 1;1375230 0'00_0029
the signals depicted on Fig. 2 were correlated to such a degree thakcounting for spatial correlatidii1] 0.0071
no new information was gained from the 4 circumferentially accounting for correlation in timgL1] 0.0389
spaced thermocouples over one at each axial location and from the using the values ok from sensors 2-13
thermocouples 8—13 over those at 2—7. Thus the standard devia- . _14.5465 0.1676
L n Extended Kalman Filter at minimurx(k)
tion is that computed from only 1/80of the sensors, namely sen- 4| 12 sensors 14.5488 0.0638
sors 2 through 7 and(k) is increased by a factor qf8 from that
810 / Vol. 126, OCTOBER 2004 Transactions of the ASME
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012 Fig. 4 Residuals for thermocouples 2-13  (the curves for TC
4-11 are not identified )
’E‘DJD
"
E L&
o
% o of T(x,t) uponk and shown that the nonlinear effects were neg-
ligible, that the individual residuals should have zero means, and
<2 o that the expected bias in the estimated valuekad$ less than
= 0.01%.
002 This leaves(b)—(e) as possible explanations for the unusual
] behavior. Blackwell et al8] have discussed the effect of inaccu-
oo 00 racies in the thermocouple positiofshich also may reflect that
; the thermocouple senses the temperature in the vicinity but not at
Time (sec) the exact point in the modeland concluded that there was a
maximum uncertainty in position of 0.44 mm, leading d¢¢T)
Fig. 3 Sequential least squares fitting during heating showing =0.13 C. Effects(c) and(d), discussed in the following section
individual results from thermocouples 2—7 and that from aver- entitled “Consideration of Other Effects,” were found to be neg-
aging values from thermocouples 2—-13 ligible.

The most likely deficiency in the model is that there may be
minor amounts of axial heat transfer by conduction or by radiation
standard deviation by a factor of5, leading to the value of via the encapsulating insulation or losses through the insulation.
0.0389 shown in the table. A more realistic estimate of the staBstimating these effects cannot be done with any precision. At
dard deviation is obtained by using the valuekabtained from best one can use a model with control volumes centered at the
each of the sensors, giving(k)=0.1676 or slightly more than thermocouple locations and develop an approximate energy bal-
1%. This value ofr(K) is approximately four times greater than2NCe€- This means that there can be at most 14 nuigiading the

that estimated from the least squares fit when including the effef$2 boundary nodesand the resulting estimates will be only ap-
of spatial and temporal correlation and raises the question of wiijoXimate. Figure 5 compares these minor heat flows to the en-
In estimating a property using the least squares approach, i€ty flowing in through the two boundary nodes, thermocouples 1

instructive to examine the residudls2]. Ideally these residuals @1d 14. The time averaged minor heat fluxes summed over all

when weighted by the sensitivities, as indicated in @yshould Nteérnal nodes is approximately 2 Wimith a time averaged

average to zero and be distributed about zero with a normal dif@ndard deviation of approximately 101 W/ers compared to the

tribution if the errors are normally distributed. If one examines thgn€rgy flowing in through each of the boundaries of approxi-

residual for each thermocouple history taken individually thidately 7500 Wirf at the peak. From this point of view, these
does occur. But when using the valuekdfased upon all the data, Mnor effects are insignificant and should not contribute to the
the residuals behave rather strangely. Figure 4 illustrates the Ydde variation in the estimated values of the conductivity or to the
siduals for thermocouples 2—13 computed using the valuk of

=14.542 based on all 12 thermocoup(@able 1).

There are a number of possible reasons for this behavior of the
residuals(a) the use of a one term Taylor series in Eq. 3 in which 7500 |-
the effect of conductivity is presumed to be linear is not sufficient; -
(b) the positions of the sensors may be uncerta@jthe use of the
temperatures at thermocouples 1 and 14 as boundary conditions
may not accurately reflect the true behavig@) the noise in the
temperatures used for the boundary conditions may affect the re-
sults; ande) there may be small axial heat transfer along the tube
or losses through the enclosing insulation which are not included )
in the model. 1500 q! at TC2-13

When the response is linear kj for a reasonable number of average ﬁstandarddeviation
readings, typically more than 20, the residuals for each sensor are 250 T e ——
known to have a mean of zero and to be normally distributed 0 100 200 300 400 500 600 700 800
about zero[2,3]. Highly nonlinear dependency can show up as Time (sec)
residuals which do not average to zero, as in Fig. 4, and which
lead to a biased estimate of the conductivity. In a recent papgfy. 5 Comparison of estimated axial heat transfer averaged
Emery and Bardof13] have analyzed the nonlinear dependencever nodes 2—13 to the flux at the boundaries, TC 1, and 14

atTC 1

3500
- at TC 14

Heat Flux (W /m2)
AN

II’III‘\II‘\I\llll“\lll\il
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method is termed the Extended Kalman FilteKF) approach. In

e our case, we will treat the conductivity as a slowly varying pa-
-1 : ?;'fé:_];" including rameter. Of coursek does not vary with time. What the EKF
o4 ; Capacitance Error approach does is to modify the galuefo&s data are accumulated
ﬂ E 3 in such a way that the variance kfis minimized. In this sense it
T o3| cfd is no different than watching hoWw changes when using sequen-
T E tial least squares with an ever increasing amount of data.
-_E 02 - Lety; be then component state vector characterizing the sys-
E "y including teim at timet; . {y;}"=(T},T5, ... Ti3,T14,P1,P2,..Pm) Where
2 u Q supplied Error T; are the nodal temperatures apg,..py, are the parameters of
the model.
o0 PR AR N L The time evolution of the systeny;, and the measurements,
o A bl ki Hn YR 120 z;, are described by
Ll Via=fiy & (7a)
Fig. 6 Estimated surface heat flux for free convection from a z=Di(y)) + 7 (7b)
cylinder showing the effect of inaccuracies in the heat supplied
and stored wheref is a vector valued function of, ¢ is the system noise,

are the measured temperatures, and the measurement noise.
Both £ and n are zero mean, Gaussian distributed random values
) ) ) ) _with covariance matrices d andR, respectively. Because only
behavior of the residuals. Furthermore, including these in thge nodal temperatures are measured, but the parameters are not,
usual parameter estimation model as time varying quantitiesis a matrix with elements diagonal elements for rows cor-
would be very difficult. _ S _responding to the measured temperatures and with all other ele-
A recent papef14] described an experiment in which a horiments being zero. In these calculations the experimental system
zontal hollow Cylinder was fitted with an internal electrical heatq;{,as assumed not to be affected by extraneous external influences
and transiently heated while it convected and radiated to quiescgAl S=0. One might argue when considering the effects of noise
ambient air. The convective heat transfer coefficient was basedianhe boundary conditions that a non-z&should be used, but
the surface flux, the difference between the energy produced §iice in this case the boundary temperature will be taken as one of

the heater and that stored in the cylinder, and the temperatiig parameters of the model, its associated noise will be incorpo-
difference between the cylinder surface and the ambient air. Thged directly into the conditional covarianie

resulting free convective heat transfer coefficient was found to Using a model based upon finite difference discretization
differ substantially from that predicted by a conjugate cfd calcu- ) ) . S

lation. While some of the difference could be attributed to small (T =T (Tj=2Tj+ T,

local air currents which were highly correlated in time, these ef- pc At =k AX2 j ®)
fects were minor and could not explain the discrepancy. An analy-

sis was done using the principles of the Kalman filter by introdudbe j™ component of the vector functidiis given by an expres-
ing new state variables to account for a thermal resistang®n of the form

between the heater and the cylinder, for a time varying amount of At

energy stored in the heater itself, and for losses through the insu- fi=Tl+k(b,_ T\ _,+bTi+b T )+gi— 9)
lated end caps of the heater to the ambient air. Figure 6 compares ! e SR Ipc

the estimated surface heat flux based upon the original solutiphere the conductivityk, is explicitly stated since it is a compo-
and that including these effects. We note how much better tla nt of the state vector. Because of the producTé fly) is a
fluxes agree when the model includes an unknown parameter, (g linear function of thé state variables and the”usual Kalman

represent the heater endcap losses, suggesting that the heatﬁ? ' approach based on linearity cannot be used. Insteds
plied to the cylinder was in error especially at early times. Bas ﬁépanded in a one term Taylor series

upon these results, the experiment was modified to minimize t
thermal contact resistance between the heater and the cylinder and f.0y) ~f.(9) + Ay, — 9 (10)
to reduce endcap heat losses. As a result, the free convection heat . o . ) .

transfer estimated from the experiment was found to be in mu¥fi€reA; is a matrix with elements(k,1) given by differentiat-

better agreement with the simulation. ing thek!™ component of; with respect to thé!" component of;
Following this example, let us use the Kalman filter approach &d evaluated &}, . _ _
investigate the cause of the behavior shown in Fig. 4. Let §;;—1 represent our estimate of the system state at time

] ] ) ] ~_ based upon measurements up to timel. The procedure consists
Kalman Filter Analysis. The idea behlr)d the Kalman filter is of the following stepg5]: (a) a prediction of the responsg; 1

to estimate a value of the parameter at timéased upon all of pased upoIy; _1ji_1
the data up to and including that at tirhe The Kalman filter is
an extension of recursive least squares approach based upon state Yili-1=fi—1(¥i-1) (11a)
variables which has been found in its usual formulation to sug;: i
cessfully handle slowing varying parametgsg. The Kalman fil- Sind(b) a correction
ter approach has been successfully used in analyzing heat ex- Yii=%i-1+Gi(z—D¥iji—1) (11b)
changers[15,16] and in inverse linear conduction problem
[17,18]. Moultanovsky19,20]has used this metho@deferred to
in his papers as Adaptive Iterative Filteo determine the tem-
perature dependent properties in materials and to both estimfé?én

S'The Kalman gain matrixG; is chosen to minimize the mean
square errors of the state variables and is recursively computed

heat transfer coefficients and appropriately control HVAC sys- Pi‘iileiilpiilliilAiT_lJ,_sil

tems. Details of the method are given in a number of excellent

texts[5,6]and in[19,20]. The method can also be used to estimate Gi=Pii_1D] (D;P;_1D{ +R;) * (11c)
constant properties by treating them as slowly varying. If the sys-

tem response is a non-linear function of the parameter sought, the Piji=(1=GiDj)Pjji-1
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whereP;); is the conditional covariance matrix of the error in the
estimated state variable 18

Sequental
Least Squares

Pii=E{yi—SiiHyi— %t (12)

f | Extendsd
04 H Falman Fileee

The process is begun by assuming maximal ignorance abput -
i.e., settingPq o= ool whereay is a large number relative to the = i
observed noise antis the identity matrix.P will very quickly E 12
converge to the correct value. The process described by EQS =i
(11,12)is termed the Extended Kalman Filt&KF. Although it

|
|
|
r
I|
II

would appear from Fig. 4 that the sensors have different vari- 1o T T
ances, it is not critical to the success of the filtering approach to r | o e i iy
use precise values iR. One must only be careful to use values Y wm mm ;w0 900
that are at least as large or larger than actually occur. Using value: .
that are too small slows the convergence of the estimation. The Time (sec)
calculations reported herein useg=0.1 C, T? equal to the ini-
tial temperature, and an initial values lofrom 5 to 20, although 0.06 .
the range fronj21]is from 14 to 15 W/mK. The effect of choos- '
ing the initial value ofk vanished very quickly and had no effect, ~ _ o0 -
less than 0.05%, on the values loestimated after 300 seconds. o ,m ol *#:1 Lol
The results reported herein are for an initial value of 1&&ble w002 NV '. iyrkbe
1) g - ’: : : !Y P i ; ! :

N T 000 KR b LS e Pt

Estimation of k Only. Let us take the measured valuesTof W "].ﬁ Hi e Im.' Lp L

and Ty, to be the known boundary conditions of the model, i.e., & oo [ MY # ";hh
not to be included iry, and estimate only one paramegr=k. J / '
The state vectoy has 13 components, the 12 estimates of the 0.04 T . ln#mi| 'n,‘ll.rl
nodal temperatures and the temporally slowly varying, but spa- I 13 12
. .. . . . | il i i | T P
tially constant, conductivitk, i.e., n=13. In this case we assume 06 TR u'm _-1c|.u e

that q}=0 and that the model is exact, that is the covariance
matrix S is zero.R(13,13) is set equal tmri, an estimate of
o?(k). Again we must note that we cannot s&t=0, otherwisek; ) ) R )
will remain constanf5]. However, the process is quite insensitivéid- 7 (&) Estimated k computed using the extended Kalman
to the value ofo, assumed. Even very large valuescof do not filter; and (b) the residuals computed using the extended Kal-
seem to affect the estimation. Applying this approach with man filter
=0.5 W/mK gives the time history of the estimated conductivity
and the residuals as shown in Fig. 7.
In addition to predictingy;; , the _method als_o provides an es_ti'Consideration of Other Effects
mate of (k) and o(T). When using the ordinary or sequential .
least squares approach, estimatingrequires a considerable ef- The values ok and residuals shown in Fig. 7 agree very well
fort [8,11]. Here one obtains the values automatically as part &fth those computed using the sequential least squares approach
the computation. Looking at the residuals, Fig. 4, and recognizifigy Which the noise is assumed to be independent and constant in
that for a normal distribution that 99.9% of the values are fouriéme. Questions still remair(a) what is the cause of the unusual
within +30, gives an estimate af;~0.002 C. This agrees well behavior of the residuals arft) why do the errors in the different
with the value of 0.0025 C computed using the EKF method. thermocouples appear to be correlated, Fig. 8. Since the residuals
Note that the estimated value &ffound from all sensors is and the estimation of correlation are dependent upon the model
consistent with that found by the sequential least squares &Bsponse, is it possible that the model is deficient in describing the
proach, Fig. 7, but that the estimated valueogk) is in much ©Observed experimental response? Let us now investigate the effect
better accord with the value found using the values estimated 8§/0ther uncertainties in the model to see if these questions can be
individual sensors, Table 1, than is the standard deviation cofSolved.
puted from Eq(5). The agreement results from the ability of the
Kalman filter approach to build into its process the effects of both
the autocorrelation in time and the cross correlation between the
signals. It is also important to note that the maximum precision 100
was achieved very early in the experiment, at approximately 75 -
seconds, and that later temperatures, which occurred as stead L
state is approached and whose errors became more correlatec
actually diminished the precision. o 060
Figure 8 shows the cross-correlation between TC 2 and the ¢

Time (sec)

remaining thermocouples. As shown in Rgf1], the information £ am

provided by correlated measurements is reduced by the factor (1 = i i

—p)/(1+p) when compared to the information from uncorre- B

lated measurements. A reasonable upper limit for useful measure- 000 |22

ments isp=0.7 at which point the new information has less than I

20% value. From the figurp exceeds 0.7 very quickly and little 020 : : . : :
additional information is obtained aboktas steady state is ap- . = L 2 —
proached. In fact, because of the different temporal variation of Time (sec)

the sensitivity with respect to position, the precision actually di-

minishes, i.e.g (k) increases as steady state is approached. Fig. 8 Correlation between T, and the other sensors
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Boundary Conditions. The state variables include the mea-

sured temperatures at thermocouples 1 and 14 which are used t 16 1 =, _
specify the boundary conditions. These measurements are nois' s EKF with g; as a State Variable
and the EKF method includes this uncertainty either by including . B D S
the noise inR or in S. This is only possible since the noise is — 141 /H 05 ¥
assumed to be of zero mean. The results were essentially identice 2 1 [ & ;4 ‘ EKF
to those shown in Fig. 7. =Rl ! §E .

Uncertain Thermocouple Position. Here the state variable ;f, i || oz 12 k
was augmented by identifying the parametpss . . . ,pio With = ;h B o L
the thermocouple locations,, . . . X1, and p;3 with the conduc- I o g, e i Sl Y SRSl US|
tivity, k. In this application of the EKF method, the thermocouple o il e Sl s L R
positions do not change with time, but our estimate of the posi- P WRTTEN NI I APRTE AUT A RPN S B
tions may, based upon the data. The thermocouples are nominally R TR B R T
9.51 mm apart. The predicted values fofare unchanged from Time (sec)

those shown in Fig. 7 and the maximum re-assignment of a ther-
mocouple’s position was less than 0.5 mm. This estimate agrees
well with Blackwell’s estimate of an uncertainty in thermocouple
location of 0.44 mm.

Uncertain Local Thermal Conductivity. Assigning a differ-
ent conductivity to each node and including this in the state vector
gave results comparable to the valuekahown in Fig. 3 which _
were based upon individual thermocouple measurements. Again
there was no substantive change in the time history of the

dual (C)

1

residuals. am || W ha
Axial Heat Transfer/Losses. Even though the tube was care- | L'..' 2
fully insulated, there is the possibility that heat was transferred 015 L .
axially by conduction in the insulation or by radiation between the gDy W M o W W
tube and the insulation. In addition, some heat may have been los lime (sec)

to the environment through the insulation. Letting the teq}]in

Eg. (8) be taken as additional state variables, giviyg Fig.9 (a) The effect of considering g] on the estimated &; and
=(T,, ..., Ti5,05, . . . G13.kK)7, produced the results shown in(b) the effect of considering  g; on the residuals

Fig. 9. It must be realized that although it might appear tﬂat
could be considered as system noise, Eeand not as state vari-
filrt;:gstht‘seytﬁgp(g())ttr?elnecstitrz?t/ezrﬁonn?jtu%ftif/iet;/oar:gi?a\:]vggrziegg\e/%ﬁ%”ar behavior at both the onset of heating and cooling. The
tion are essentially unchanged afir) but the residuals after 200 ehavior at the onset of cooling was not expected at that time

- since the sensitivities are substantial and remain reasonably high
seconds are now centered about 0 and superimposed on gﬁﬁﬁ

) . . il approximately 1000 seconds.
other-just what we were hoping for, although the behavior at earyThe‘:)r[t;siduals hgve the same patterns as before with the consid-
times has not changed.

eration ofq} as state variables reducing the residuals to small
&alues over most of the experiment, Fig. 13. As before, this model

over nodes 2 through 13 is close to zero, Fig(blpreflecting ojiminates the cross-correlation between the measured tempera-
satisfaction of the overall energy balance, and the standard devia-

tion is only about 1% of the flux at the boundaries. Effects of thi res, Fig. 12(b). The estimated va}luesq?fdunng the cooling .
magnitude are almost negligible and could normally be ignoreB?r!Od are approximately the negative of those during the heating
However, by considering them, we are able to achieve residuBgriod with an average value of about 5W/and the same mag-

which behave as we expected. In addition, the correlation betwddf/de and temporal behavior of the standard deviation as shown

thermocouples is eliminated, Fig. (1, over most of the time N Fig. 10. . o _
period. The value ofk when considering losses shows a large jump at

) the onset of cooling and only at the end of the experiment does it

Early Time Behavior. By consideringg; as a state variable drop and match the value obtained when losses are not included in
we have resolved most of our problems. However, we still need titee model. Apparently something occurs at the onset of cooling. If
understand what is happening at the early time when the estimateglignore the first 100 seconds of the heating and cooling phases:
conductivity shows a substantial reduction and then recovery. Tt the EKF method gives the same results as including them; and
actual experiment involved heating to approximately steady stdi® but when considering losses, the cooling phase predictions do
and then cooling. Figure 11 shows the sensitivities. At the onsetrdt show the sudden increase at the onset of cooling and match
heating, the sensitivities are zero until approximately 20 seconifie EKF values throughout the cooling period as shown on Fig.
when the thermal pulse first reaches TC 2. Thermocouples 7 and18a).
are affected at 100 seconds. In both approachesr(k) increases substantially during the

During this initial period, the estimated conductivity is substarcooling phase, eventually reaching a value tripling that at the end
tially in error and has unusually high values @fk) because of of the heating phase because of the reduced sensitivity at long
the very small values of T/dk used in Eqs(5) and(6). By 100 times. From the temperature shown on Fig. 11 and the trace of
seconds, the sensitivities are sufficient so thatas become es- U(R) on Fig. 12 it appears that the estimationkaghould not rely
sentially constant, as seen on Fig¢a)7and 9(a). However, the on data taken after 1500 seconds and that the cooling phase is of
residuals shown in Fig.(B) remain large and spread out untilless value in estimating than is the heating phase.
approximately 250 seconds. Estimating the conductivity over thelt appears that an unexplained and unanticipated effect exists at
entire duration of the experiment, which involves both heating aride onset of heating and cooling. To check this, we created an
cooling, gives the results shown in Figs. 12 and 13 and we sasificial data set by adding a zero mean, normally distributed
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Fig. 12 (a) Estimated k over the combined heating and cool-
ing periods; and (b) cross correlation when considering ql’- over
the combined heating and cooling periods

Fig. 10 (a) Values of q; at each node; and (b) average of q;
over nodes 2-13

noise with o(T)=0.002 C to the computed temperatures basezhrly times. As illustrated in Fig. 14, the effect is relatively small

uponk=14.542. This set was then analyzed and the results @ed quickly disappears. The cause of this effect at the onset of

shown on Fig. 14. cooling is not understood. Similar results have been found for the
Because of the small sensitivity at early times, the artificial dafeee convective heat transfer from the horizontal cylinfied]

exhibits the same behavior during heating as does the experimesfienever the level of heating was changed and Dow22ghas

tal data buk becomes relatively constant after 30 seconds wkilereported similar results.

estimated from the real data takes until 100 seconds. When cool-

ing begins, as a result of the relatively high sensitivitpredicted Conclusions

from the artificial data remains constant, but that predicted fromypen estimating parameters it is important to determine the

the real d_a_ta_l exhibit_s a marked _reduction. Behavior similar to that, cision of the estimatay(k). In the least squares approach,

of the artificial data is reported if5], Sec. 8.4 and appears 10 D&y ather sequential or treating all the data, it is usual to assume

a consequence of the EKF method basing the estimates of {jg: e errors in the measured data are independent and of zero

parameters on relatively crude estimates of the system respons&ggn_a(k) is determined using Eq5) with o(T) estimated from

the residual$23]. The resulting value af(k) is typically overly

04
sensitivity :
— i |
L |
=
- 2 o
— — =
S "B
B i il e om
3z T 0 |
80 i |
6.0 7 . g ) | T 006 |
40 0 T P TN o 0K TR 134 NN
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Fig. 11 Estimated conductivity using an artificial set of mea- Fig. 13 Residuals over the combined heating and cooling pe-
sured temperatures as compared to the real data riods when considering ql’- as state variables
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e ] tional costs and markedly improves our ability to judge the value
BY e e e of the measurements in terms of the standard deviations of the
14 1 ;5_‘ - estimated parameters. However, the EKF method with an aug-
o || = T T i mented state variable is not a universal panacea for the ill condi-
) =" | tioned problems usually associated with parameter estimation.
B | :’é ¥E artificial data "~ 8ctual data EKF estimatey; in terms ofy; _; and the data at timg and then
"3" 12 I = 2] minimizes the variance by modifying both the model and the pre-
- S dicted statey; . As the state variable increases in size, either by
P increasing the number of nodes or by adding additional terms such
_ S as losses, while holding the number of measurements fixed, the
T 7s0 0 Bso oool amplification matrix, G, becomes singular and the method be-
e P IR | L I ) i i | comes unstable. It is a case of the tahe very few sensors)
¢ a tog 150 00 50 wagging the dog, the very large state variable. However, when
Time (sec) used with care the augmented EKF offers a way to understand
both the system behavior and the results of the least squares esti-
mation and gives some guidance towards improving the model of
the system.

Fig. 14 Estimated conductivity using an artificial set of mea-
sured temperatures as compared to the real data (the lower
curve is the time history of the boundary temperature )
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gests that the data gathered at long times is of lesser value and &t y '

the best estimates @&fare those estimated at conditions associated

with the minimum standard deviation. Because the usual ledsomenclature

squares approach ignores correlations between the measured tem- ¢ = specific heat

peratures, it substantially overestimates the precision of the esti- f— sfate model

mated conductivity, in this case by an order of magnitude. Th (x) = expected value of x
Kalman filter approach detects the substantial cross correlation F = predicted temperature model
between the measurements from the different sensors and incor- o0
porates these effects into the final estimates. It also revealed the K = thermal ():/onductivit
existence of the cross correlation which was unexpected. K — est f Kk y

The consideration (Iq} as state variables resolved these effects. B estimate o

. SO . m = number of parameters

While these values summed to zero, indicating conservation of n = size of state vector
energy of the entire system, the individual nodal values showed a N = number of data points
persistence over the duration of the experiment. Although we p = parameter
termed these effects as axial heat transfer/losses, their physical .
nature is unknown. They simply reflect the inability of the model 9 = Source term in Eq(9)
to represent what is happening on a local level. They can represent R = noise covariance matrix
numerical inaccuracies, radiation heat transfer between nodes or S — SYStem covariance matrix
through the insulation, an inaccurate accounting for transient stor- t = time
age, or even the effect of the thermocouples measuring a tempera- | — (€mperature
ture which is more representative of the average at a point other X = position
than the thermocouple location when the temperature spatial gra- y = state vector
dients are high. Their magnitudes are small, of the order of 1%, Y ~ est!mhated State vector
and they have no substantive effect on the estimated Wi - weight t t

The analysis suggests that something unusual happens at the z B measurement vector
onset of heating or cooling. The very low sensitivities that exist at ; _ g(r)rrcr)(relation coefficient
the start of the experiment preclude any understanding of this. _ . o

. ' S . pc = product of density and specific heat

However, an analysis of the behavior at cooling in which the state S — covariance matrix of

variable including losses was augmented by including uncertain
thermocouple positions showed a reduction in the residuals o?(?)
about 1/2 and indicated that the gradients near the boundaries, (
==*L, were being incorrectly estimated because of the high%arT
spatial gradients in temperature. H
One apparent solution is to ignore the very early time behavior.
Now the estimation is based upon comparing the predicted ap@gferences
measured .temperatures an.d to do this t.he Im.tlz.il. conditions mus[tl] Gans, P., 199Data Fitting in the Chemical Sciences Wiley and Sons, New
be well defined. When starting from a uniform initial temperature, ™~ yor Ny,
the numerical accuracy of the model can be refined as much a%] Sorenson H. W., 198®arameter Estimation: Principles and Problemdar-
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initial profile can only be approximated. Interpolating for the [5] Chui, C. K., and Chen, G., 199%alman Filtering with Real Time Applica-

number of nodes in the model introduces an error which may be _ tions, Springer Publ., New York, NY. ) - )
sufficient to affect the results. [6] ézgfrﬁg\:\,’ ;B((.)i. EIJY and Moore, J. B., 190ptimal Filtering Prentice-Hall
Finally we must give a word of caution. The application of the (7] ghanem, R., and Shinozuka, M., 1995, “Structural-System Identification I:

EKF is very straightforward and does not entail higher computa-  Theory,” J. Eng. Mech.121, pp. 255-264.

= standard deviation of
} = column vector

) = row vector

VE transpose
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Thermal Analysis of
Laser-Densified Dental Porcelain
Bodies: Modeling and

k.0ai § Experiments

X. Li
Thermal analysis of laser densification of a dental porcelain powder bed has been inves-
L. Shaw tigated using a three-dimensional thermal finite element model, which encompasses (i) the
incoming laser beam power with a Gaussian distribution, (ii) optical pyrometer simula-
Department of Metallurgy and Materials tion in addition to the closed-loop temperature control, (i) powder-to-solid transition,
Engineering, (iv) temperature-dependent thermal convection, and (v) temperature and porosity-
Institute of Materials Science, dependent thermal conduction and radiation. The simulation results are compared with
University of Connecticut, the experiments. It is found that the predicted temperature distribution in the porcelain
Starrs, CT 06269, USA body matches the experiments very well. Further, the maximum discrepancy between
experimental and simulated pyrometer temperatures is less than 8 percent. The simulation
predicts that in order to achieve the desired microstructure of a dense dental porcelain
body, the maximum local temperature during laser densification should be below 1573 K
or the nominal surface temperature should be below 1273 K. Otherwise, the undesired
microstructure (i.e., a leucite-free glass phase) fornipOI: 10.1115/1.179581]2
Keywords: Dental Restoration, Laser Processing, Finite Element Modeling, Thermal
Analyes, Powder Melting and Solidification
1 Introduction As the densification of dental porcelain and alloy powders is

complished via a laser beam, an understanding of the tempera-
re distribution in the laser-assisted densification process is nec-
: S . essary. The understanding developed will provide the guideline to
which a d‘?”ta' restoration is cast from a metallic "?“.'C’Y and th timiyze the laser procesging congition sopthat the migrostructure
covered with den_tal porcelalns_ by several f_urnace firing proces: thus the mechanical properties of the laser-densified bodies
[1]. PFM restoration is a very time consuming and labor intensiVge similar to those obtained via the traditional PFM furnace firing
work because PFM restoration requires a multi-stage process ygscess. This is especially important for dental porcelains because
ing multiple materialgboth ceramics and metaland each stage gental porcelains rely on the presence of crystalline leucite par-
involves multiple processing steps. As such, labor costs accoggles in the feldspar glass matrix to raise the coefficient of ther-
for about 90 percent of the final cost to the patient, while dentg{a| expansion(CTE) of the dental porcelains to match that of
materials only account for less than 5 percent of the final[ddst dental alloyg6—9]. Without the match in CTE between the dental
Therefore, there is a critical need for new dental restoration mefborcelain and alloy, cracking would occur in the porcelain section
ods to reduce costs and provide faster and better service to de[galg]. Thus, this study investigates the temperature distribution in
patients. the dental porcelain body during laser densification in order to
Solid freeform fabricatioiSFF)is an automated manufacturingunderstand the phase transformation and microstructural evolution
process that builds three-dimensional complex-shaped structuséshe dental porcelain during laser densification. The approach of
layer-by-layer directly from CAD dat§2]. The recent advance- finite element modelingFEM) has been taken in this study, which
ment of SFF has led to a multi-material laser densificatiols necessary because the relative density of the workpiece changes
(MMLD) process for dental restorati¢p8—5]. In the MMLD pro- continuously with time during laser densification until it reaches
cess, dental alloy and porcelain powders are delivered line by linear full density. As a result, the thermal conductivity of the work-
because both dental alloy and porcelain have to be present epégce also changes continuously. Thus, the transient temperature
on one single plane for most of the planes to be fabricated. Adigld of the workpiece is too complex to calculate using analytical
result of the presence of multiple materials which have differeftethods, and numerical simulation becomes necessary.
densification temperatures, localized densification metffeds, ~ Many numerical modeling efforts have been carried out to in-
laser-assisted densificatioare needed to convert the delivered/estigate the temperature field in various SFF procefsises32.
powder lines and planes into a dense body. Dental restoratidﬂ%weverv they are not su[table for the Iqser-assmted dental resto-
such as three-unit bridges made of the metal substructure 4AHoN Process which requires the numerical models to encompass
porcelain crown can then be fabricated via the repetition of dengi least the effects of the powder-to-solid transition, laser power
powder delivery followed by laser densification layer by |ayeﬁlen3|ty, closed-loop temperature control, temperature-dependent

Through this approach artificial teeth are expected to be fabrica%irmaI convection, and temperature- and porosity-dependent

The dominant procedure currently used for permanent fixéfsl
prosthodontics is porcelain-fused-to-met&®FM) restoration in

from a computer model without part-specific tooling and humal ermal conduction and radiation. Most of the existing SFF mod-

intervention, thereby offering the potential to reduce the labor co (e.g.,[10-32) are not so sophistice_lted. Therefore, i_n this
study we have developed a model that incluggghe incoming

laser beam power with a Gaussian distributi@in,optical pyrom-
eter simulation in addition to the closed-loop temperature control,
4iii) powder-to-solid transition(iv) temperature-dependent ther-

and increase the restoration rate.

Contributed by the Heat Transfer Division for publication in th®URNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 2

2003; revision received June 30, 2004. Associate Editor: C. Amon. mal convection, an¢v) temperature- and porosity-dependent ther-
mal conduction and radiation. The results from the numerical
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HeatFlux - Scanming o Convection element near the surface has a size of 0.25 mm length, 0.25 mm
Rate width and 0.2 mm height. The model is first used to calculate the
R temperature distribution in the powder bed within a small time
step resulting from the heating of a laser beam moving at a con-
stant rate along the laser scanning direcfion, the X-axis in Fig.
1). The powder elements convert to dense molten elements if their
temperatures are higher than 1073 K according to the calculated
X temperature field. The temperature distribution in the powder bed
within the next small time step is then calculated using the up-
z dated material properties. This simulation loop continues until the
Powder Bed total amount of the small time steps, which is decided by the laser
. - . scanning rate, is reached, and then the laser beam moves stepwise
Fig. 1 Finite element model developed to simulate the tem- by one element to carry out the next simulation loop.
perature field during laser densification of the dental porcelain . .
body The therm_al properties of the pOW(_jer bed are a strong functlpn
of the porosity of the powder bed. It is assumed that the porosity
of the powder bed is temperature independent before the powder
ecomes liquid. This is a reasonable assumption because the re-
fiction in porosity due to solid-state sintering is minimal under
the present laser densification condition which brings the local
_— temperature of the area irradiated by the laser beam to above the
2 Model Description forming temperature of the porcelain in less than 6 seconds. For
The model developed is shown in Fig. 1 and consists of a denthé region outside the irradiated area, the time for the region to
porcelain powder compact with a dimension of 10 mm length, &pose to high temperatures is also relatively sfiegs than 100
mm width, and 2 mm height before laser densification. In simgecondspecause of the scanning rate used. Furthermore, the tem-
lation the laser beam is modeled as a heat fixyith a Gaussian perature at the region outside the irradiated area is also relatively
power distribution as an incoming heat source, which moves atav because of the low thermal conductivity of the powder com-
constant rat€240 um/s) along theX-axis as shown in Fig. 1. The pact. As such, the porosity of material has been simplified in two
heat losses from the six surfaces of the model are assumedeieels, that is, the initial porosity, before the powder converts to
result from natural convection and radiation. However, in somiguid, and zero porosityfully dense)after the powder has con-
cases the effect of the substrate pre-heating is considered. Ferted to liquid and subsequently to a fully dense solid once the
these cases, the nodal temperature of the bottom face of the mdidgiid is cooled below 1073 K. The thermal properties of the
is increased to the pre-heating temperature before laser scanmpogder bed, therefore, are treated as a function of temperature and
and kept at that temperature throughout the entire laser fabricattbe initial porositye, which is assumed to be 0.4 in this study. In
process. The bonding between the porcelain and the substratedstrast, the thermal properties of the densified liquid and solid
not considered in the model because the substrate here is to @@ treated as a function of temperature only because the liquid
vide a surface on which the porcelain can rest and in some casesl solid are fully dense.
to control the cooling condition during laser densification. In ex- The volume shrinkage due to the densification caused by con-
periments, a right materigbuch as SiC in this study)as to be version of the powder compact to the dense liquid is neglected in
chosen as the substrate so that the porcelain will not stick to theler to simplify the model. The error introduced by this approxi-
substrate and can be easily separated from the substrate after las#ion is relatively small for the following reasons. First, the
densification. The dental porcelain powder investigated is comelume shrinkage will not change the temperature distribution
posed of 63.40% SiQ 16.70% AbO;, 1.50% CaO, 0.80% MgO, profile, i.e., the center of the laser-densified body always has
3.41% NaO, and 14.19% KO (wt %). The thermal properties for higher temperatures than the edge, whether there is volume
the dense solid porcelain used in the model are summarizedshrinkage or not. Second, the values of temperature near the cen-
Table 1. The dental porcelain is assumed to be at a molten steeof the laser-densified body will not be affected by the volume
above 1073 K(100 K higher than the lower temperature of theshrinkage because the temperature distribution right at the center
forming temperature range of the porce)aifurthermore, there is (i.e., the surface area irradiated by the laser Beiansonstant or
no heat of fusion involved when the porcelain changes from soligearly constant due to the closed-loop temperature control in the
to liquid or vice versa, because the porcelain is a glass. experiment as well as in the simulation. As such, the simulated
The modeling is carried out using the ANSYS commercial fitemperature distribution near the center of the laser beam would
nite element package. The thermal elemhlid70), which has be close to the real profile because of the closed-loop temperature
eight nodes with a single degree of freed@rs., temperatuneat control implemented in the experiment and the simulation.
each node and has a three-dimensional thermal-conduction capaFhe thermal conductivity and thermal radiation of the powder
bility, is used to simulate the temperature fiel@88]. Each bed and the thermal convection around the powder bed as a func-

simulation have been compared with experiments and foundg
match the experimental measurements quite well.

Table 1 Summary of thermal properties of dental porcelain [33-37]*

T (K) 300 520 631 700 830 960 1173 1373 1540 1726 1730 1800

k(Wm-K) 111 137 155 167 193 223 282 282 282 282 282 282

Cp (J/kg-K) 742 1025 1125 1178 1266 1341 1444 1474 1474 1474 1474 1474

a (10°%K) 280 336 387 427 525 654 943 943 943 943 943 943
E (GPa) 70 55.6 484 439 354 269 —_ - — — — —

e 0.7
p (kg/m?) 2520
T (K) 1573
T (K) 973 to 1273
v 0.2

*T—Temperaturek—Thermal Conductivity,C,—Specific Heat,e—Thermal Expansion CoefficienE—Elastic Modulus,
e—Emissivity, p—Density, T,,—Melting TemperatureT;—Forming Temperatures—Poisson’s Ratio.
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tion of the powder bed porosity have been detailed in a recent 0.908p°

paper[30]. The model containing a moving Gaussian distribution Ah:m (6)
laser beam, pyrometer temperature simulation, and closed-loop ' ¢

temperature control of the laser power has also been developerd

recently[29]. These functions and thermal boundary conditions

2
are summarized as follows. l1-¢
£42+3 082( T)
2.1 Thermal Conductivity of the Powder Bed. Effective en= I 5 (7)
thermal conductivity of the powder beH, is estimated by39] oo 1+3.082< (P<P 41
K — oK, — Similar to Section 2.1, the porosity of the powder begin Eq.
K_f_(l_ 1_‘P)( 1+ K¢ )+ 179 (1=¢) (7) is assumed to equal to the initial porosigyy, before melting.
2.3 Thermal Convection Around the Powder Bed. Heat
lossq. due to natural convection of the fluid around the powder
of 2 B [1_Ke)o[ K| Bl pedis described bs1]
L BK; (1 BKf)2 K/ |\ BK¢ 2
Ks Ks Gc=he(T—Tamp (8)
B—1 K, Kg whereh, is the heat transfer coefficiertt, is temperature and size
TTBK | TR | % (1) dependent and is equal f41]
K
s NuK;
he=— ©

where ¢ is the fractional porosity of the powder beld; is the

thermal conductivity of the fluid surrounding the powder particleghere L is the characteristic length of the specimen, Nu is the
(which is air in this study)K; is the thermal conductivity of the Nusselt number, anld; is the thermal conductivity of the ambient
solid, ¢ is the flattened surface fraction of a particle in contagijr as defined before. Nu is given p§3]

with another particleB is the deformation parameter of the par-
ticle, andK, is the thermal conductivity portion of the powder bed GrPr/300 1/6
due to radiation among particlel, is equal t0[39,40] JNu=Nuo+

(1_|_ (O.S/PD9/16)16/9

when 10 4<GrPr<4x 10", 0.022<Pr<7640, and Ny=0.67
whereo is the Stefan-Bolizmann constailt, is the average di- for a plate[42]. Gr and Pr in Eq(10) are Grashof and Prandtl
ameter of the powder particled,, the temperature of powder humbers, respectivelj41] and

particles, and~ is a view factor which is approximately taken as

(10)
K,=4FoT;D, 2)

13 [40] L202B(T~ Tor
Assuming that the particles are spherBs=(1) and there is no CGr=g———7%—— (11)
flattening of contact surfacespE0), equation(l), the effective Tt
thermal conductivity of the powder bed, can then be simplified tand
[39]
Coms
pr=—2 (12)
K -yl ‘DKr) i
Ky Ky

whereg is the gravitational acceleratiops is the density of the

2 1 K K, ambient ai_r,,Bf is the th_ermal V(_)Iumgtric expans_,ivity_anﬂf
+Vl-o K M)~ tic| @ =T, for idea gasesy; is the viscosity of the airC,, is the
1— _ f f specific heat capacity of the air. The effect of the variation of air

Ks Ks properties with temperature is evaluated Bt=0.5(T+ T mp

According to the simplification discussed previously, the porogfll]'
ity of the powder bedg, in equation(3) is assumed to be equal to

the initial porosity,¢o, before melting. 2.4 Thermal Boundary Conditions for Powder, Liquid,

2.2 Thermal Radiation of the Powder Bed. Heat lossq, and Solid. The workpiece being built is assumed to be in con-

due to radiation of the powder bed is described 4] tact with air and the heat loss through air is approximated through
the natural thermal convection and thermal radiation between the
q=0s(T*=Ti (4) Wworkpiece and the ambient air. Since the model includes three

kinds of material statu§.e., powder, liquid and soljdthe thermal
whereT is the surface temperature of the powder bEg,,is the boundary conditions are very complicated and vary with porosity,
ambient temperature, is the emissivity of the powder bed, and phase status and surface temperature. Under the assumption of
is the Stefan-Boltzmann constant as defined befois.expected little convection of liquid within the molten pool due to its small
to be higher than the emissivity of the corresponding solid, arsize (~2 mm), liquid and solid have been assumed to have the

follows the expressiof42] same thermal convection boundary as the powder bed, i.e., ther-
mal convection around the surface of liquid pool and solid is
e=Anent(1-Apes (5)  determined by the temperatures of the ambient air and the liquid

whereA,, is the area fraction of the surface that is occupied by tr{%n?a?j?gg OLrj]ngf ;gl(i)dniggn?éﬁzeii Egzc(:?igég)ﬁ;'l(]aat lossq, due

radiation-emitting holess is the emissivity of the solid particle,
ande, is the emissivity of the hole. For a powder bed composed 4
of randomly packed, single-sized sphefég] gr=0es(T = Tamp (13)
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whereT is the surface temperature of solid and liquid, ands wheren is the number of the small areas of equal si¥4, within
the emissivity of the dense porcelain,;,is the ambient tempera- the pyrometer sampling area which is 2 mm in diameter Bnd
ture, ando is the Stefan-Boltzmann constant. the surface temperature of each small akea

To relate the thermal radiation power collected by the pyrom-
eter to the pyrometer temperature reading, an effective tempera-
ture, Te (the simulated temperature equivalent to the measured
radiance temperatures introduced as

2.5 Heat Input. The incident heat flux of the Gaussian-
distribution laser beanq, is related to the incident laser power
Q,, through the following relatiof44]:

- 2Q|021a o 2RURE (14) Qr=ANAANIG(N, Tep) (20)
R Combining Eqs(18)—(20), one has
wherea, is the absorptance of the workpied®, is the radius of hc
the laser beam at which the heat flux value i€ times of that of Tefi= n (21)
the laser beam center, amRlis the distance of a point on the Ak In 1+n/ 2 (ehC/}‘kTi—l)]-)
surface of the powder bed measured from the laser beam center. i=1

When the center of the laser beam scans the surface of the powder . .
bed from the starting pointXy, Yo, Zg) to (X, Yo, Zg) point 2.7 Closed-Loop Temperature Control. Teq in Eq. (21)is
along the positiveX-direction with a constant velocity for a the effective(nominal) surface temperature of the workpiece as

period timet, R is given by measured by the pyrometer for a given incident laser pow&ilf
' differs from the user-defineghominal)surface temperaturd,,,,
R?=(X—Xog—vt)2+(Z—Z)? (15) then the absorbed laser pow&,, in Eg.(16) and thusq in Eq.

(14) are adjusted accordingly to simulate the closed-loop tempera-
In the present study, the radius of the incident laser b&mis  ture control in the experiment. This is achieved by adjusting the
0.5 mm, the laser scanning velocity, is 0.24 mm/s. However, absorbed laser power from one simulation step to the next using
the absorptance of the workpiece,, is unknown before the the following equation:
simulation. To address this issue, the absorbed power by the por-
celain,Q,, defined as i+1_QiaTL°r (22)

Ll
Teff
= 16 . :
Qa=Qiea (16) whereQ}, and Q';l are the absorbed laser power by the powder

is varied in the simulation to achieve the desired nominal surfabed in the simulation stepsandi + 1, respectively. It is found that

temperature. Note th&, here is the incident laser power definedhis equation allows the surface temperature of the workpiece,
in Eg. (14) and can be measured experimentally. Tei, t0 approach the user-defined surface temperature quickly,
reproducing in the simulation the closed-loop temperature control

2.6 Pyrometer Simulation. In laser-densification EXpe”"ﬁgocess used in the experiments.

ments, an optical pyrometer continually monitors the temperat

dist_ribution at the surface of the povyder bed during laser den§i§- Experimental Procedure

cation. This pyrometer temperature is used as the feedback signal ) o

in a closed-loop control program to adjust the incident laser power 0 validate the model developed, laser densification of a dental

as needed to achieve a desired constant laser spot temperaturBOfgelain powder bed has been carried out. The laser densification

the simulation, the pyrometer temperature measurement and §98ditions arei) a 50W CQ laser beam of 1 mm in diametéii)

closed-loop control process are modeled as follows. the scanning rate O_.24 mm/§ij) the chamt_)er pressure 700 torr,
The power,Q, , of the thermal radiation emitted by the laserand(iv) the user-defined surface temperatiire., nominal surface

heated workpiece that reaches the pyrometer can be expresseéfpyperaturel073-1373 K with an equivalent laser output power
[45] of about 3—-20 watts. The powder bed of 2—-5 mm thick is resting

on a SiC substrate and is scanned by the laser beam along a single

line. Four different nominal surface temperatures, 1373 K, 1273
Qr:J I,(N, T)ANDA (17) K, 1173 K, and 1223 K, have been investigated and termed here-

after as Cases |, IlI, lll, and IV, respectively. Furthermore, the
where \ is the wavelength of the emitted radiation\ ( substrate in Case | is preheated to 673 K before laser densifica-
=865 nm),A\ is the wavelength band\(\ =50 nm) of the emit- tion, whereas no pre-heating is performed for Cases II, lll and IV.

ted radiation that is sampled by the pyromd®#8], T is the tem- The laser-densified porcelain bodies are mounted using an ep-
perature at a very small arebA through which the radiation oxy resin and then cut in such an orientation to reveal the cross
passes to reach the pyrometer, termed the pyrometer sampkiegtion perpendicular to the laser scanning direction. To determine
area hereafter, and,(\,T) is the spectral distribution of black- the microstructure of the densified body, the cut samples are
body emissive power and given by Planck’s radiation [dd/]: grinded and polished down tquin diamond suspension and then
etched using 1 percent hydrofluofidF) acid for 20 seconds. An

B 2mhc? environmental scanning electron microscofi®HILIPS ESEM
'b_)\s(eﬁcMT_ 1) (18) 2020)is used to examine the microstructure of all the samples at

as-polished and etched conditions after being carbon sputter-
Hereh is Planck’s constant is the speed of light, anH is the coated.
Boltzmann constant. Because of the Gaussian heat input and
movement of the laser beam, the surface temperalyrevithin 4 Comparison Between Simulation and Experimental
the pyrometer sampling area is not uniform, and neither Results
I,(\,T). Thus, to carry out the integration of E(L7), approxi-
mations are made by dividing the entire sampling area mto
small areas and assuming tiatnd|, are constant within each
small area. With these assumptions, ELy) is reduced td29]

One of the criteria for validating the model is to check whether
the model can simulate the closed-loop temperature control pro-
cess, i.e., achieving a constant surface temperature in the area
sampled by the pyrometer through continuously adjusting the ab-

n sorbed laser power. Figure 2 shows the comparison between the
Qr=A)\AA2 (N, T) (19) experimental and simulated pyrometer temperatures as a function
=1 of the location of the scanning laser beam with a nominal surface
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Fig. 2 Comparison between the experimental and simulated
values of the pyrometer temperature as a function of the loca- 1600 |
tion of the scanning laser beam with a nominal surface tem-

perature of 1373 K and substrate preheating to 673 K (Case 1)

Laser
Beam
Width

1200 4

x
x

:

x

X
Powder
Region

Temperature (K)

Fully Dense
Region

X

&

temperature of 1373 K and substrate preheating to 673 K, i.e.,

Case | mentioned in section 3. It can be seen that the temperature 0

discrepancies between the simulated pyrometer temperature anc

the desired pyrometer temperature are less than 4 percent for the

entire laser den3|f|cat|on process. In fact, the comparisons Qﬁe 4 (a) The simulated temperature distribution in the pow-

tween the experimental and simulated pyrometer _tempe(at_urescj bed at the cross section of X=6.75 mm when the laser

the other three casé€ases |I, Il and 1V also exhibit the similar peam scans to this location with a nominal surface temperature

small discrepancy. If all the four cases are considered, the maxi-1373 K and substrate preheating to 673 K (Case 1), and (b)

mum discrepancy between experimental and simulated pyrometer simulated temperature distribution on the surface of the

temperatures is less than 8 percent. These results indicate thati@®egelain body at the cross section of ~ X=6.75mm and the

(22), although simple, can adequately describe the closed-lo®piched Gaussian function

temperature control process in experiments. Furthermore, these

results also indicate that Eq4.7) to (21) are adequate in describ-

ing the pyrometer temperature measurement because the effediiemodel because the match between the simulated and measured

temperature in Eq(22) is obtained through Eq$17) to (21). incident laser powers under the constraint of a constant nominal
The second criterion that can be used to check the model isstarface temperatur@.e., a closed-loop temperature control in the

compare the experimentally measured incident laser power wekperiment)requires a good match between the simulated and

the simulated incident laser power under the constraint of a cagxperimental cooling and heating conditions.

stant nominal surface temperature. However, as mentioned beforeThe third check of the model would be to compare the simu-

the direct outcome from the simulation is the absorbed laskted temperature field in the porcelain body during laser densifi-

power, Q,, as a function of the process time, since the absorpation with that measured experimentally. Figure 4 shows the

tance of the workpiece is unknown before the simulation. Thus, simulated temperature field for Case I. It is quite clear that the

compare the simulated absorbed laser power with the measurethperature distribution obtained is consistent with the expecta-

incident laser power, an effective absorptance of the workpied®n that the highest temperature is located at the center of the

a5, which includes the effects of the curved surface, volumlaser beam and the temperature gradually decreases as the location

shrinkage, temperature change during the transient stage, amaves away from the center in all directions within the porcelain

variation of the state of matter from powder to liquid, has to beody. More importantly, when compared with the experimental

chosen. It is found that if, is chosen to be 0.41 for laser densitesult(Fig. 5), it is found that the predicted temperature distribu-

fication with a nominal surface temperature of 1273 K, the simtion pattern and temperature range match the measurement quite

lated incident laser powe®| =Q,/«a,, as a function of the pro- well. The experimental temperature fie{Hig. 5) is established

cessing time would fit the experimental incident laser po@er

quite well, as shown in Fig. 3. This result lends further credence to

-3 2 -1 0 1 2 3
Distance from the laser beam center (mm)

~

61 2
= (3732 1473K e 3
%‘ % Zone A I WK
g 4 4 1373- 1473K
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3 1 1 3
2ol —---o---| —%—Experiment e ' \ Zone'B
- - - ! ~1073K
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0 ; 1 .: 3 4 . Zone €
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Fig. 5 The temperature distribution and microstructure mea-
Fig. 3 Comparison between the experimental and simulated sured experimentally at the cross section of a porcelain body
incident laser power as a function of the location of the scan- perpendicular to the laser scan direction during laser densifi-
ning laser beam with a nominal surface temperature of 1273 K cation with a nominal surface temperature of 1373 K and sub-
and a,=0.41 (Case Il) strate preheating to 673 K (Case 1)
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based on a comprehensive examination of the dental porcelain
microstructure as a function @) the location with respect to the
center of the laser beam and) the relationship between the
dental porcelain microstructure and the furnace firing temperature.
The detail of this experimental investigation has been described in
a forthcoming papef47].

It is noted that the predicted surface temperature in the laser-
densified region follows a Gaussian distributidtig. 4(b)). This Temperature Distribution (K) -
is not a surprise since several previous studies have shown that the EE————————rr |
resulting temperature distribution on the surface of a solid irradi- **°* 20905 033 T e T e M g
ated by a Gaussian laser beam is also Gaud<t8a-50]. The
difference between the current and the previous studies is the
presence of the powder bed which modifies the heat transfer be-
havior of the material under the laser beam. In spite of this modi-
fication, the surface temperature distribution in the densified re-
gion is still Gaussian, but with a larger standard deviati®0%
larger) when compared with that of the Gaussian distribution in
the heat flux of the laser beam.

Because of the Gaussian distribution of the surface temperature,
the surface temperature at the center of the laser beam is muck
higher than the nominal surface temperature. It can be seen from
the simulation result for Case(Fig. 4)that the maximum centeral gy 6 (a) The simulated temperature distribution and ~ (b) the
surface temperature reaches 1738 K, which is 365K higher thaiitrostructure determined experimentally at the cross section
the nominal surface temperatuf@373 K). Systematic experi- of a porcelain body perpendicular to the laser scan direction
ments[47] have shown that when the local temperature duringuring laser densification with a nominal surface temperature
laser densification exceeds 1573 K, the microstructure of the déi1273 K (Case II)
tal porcelain at that specific location will be substantially different
from that produced from the traditional PFM furnace firing pro-
cess. As shown in Fig. 5, the microstructure of the laser-densifigticrostructure of the porcelain body laser densified with a nomi-
porcelain can be divided into three regions, Zones A, B and @al surface temperature of 1173 (Kase lll). It can be seen that
Zone A is the region that only has a glassy phase and does Ht simulation predicts that the central surface temperature of the
contain leucite precipitates, whereas Zone B possesses both pRecelain body(1379 K)is lower than the critical temperature for
glassy matrix and leucite precipitatE®5]. Zone C is the region the formation of Zone A1573 K). This prediction is confirmed by
where dental porcelain powder is only partially densified and thiize experimental resulfFig. 7(b)) that reveals no formation of
there exists a large amount of porosity. Zone B has the sa@ne A, but a 100 percent Zone B microstructure.
microstructure as that produced from the traditional PFM processThe simulation result for a nominal surface temperature of 1223
and is the desired microstructuf8,5]. The presence of leucite K (Case 1V)is shown in Fig. 8. It suggests that the nominal
precipitates is essential for the integrity of artificial teeth becaus&rface temperature of 1223 K is also good enough to avoid the
leucite has a high coefficient of thermal expansi@TE) and appearance of Zone A because the maximum temperature at the
raises the inherently low CTE of the porcelain glass matrix téentral region is 1472 K, lower than the critical temperature for
match that of the dental metallic all¢y]. Therefore, the appear- the formation of Zone A1573 K). Therefore, both the experimen-
ance of Zone A should be avoided during laser densification. tal and simulated results suggest that the nominal surface tempera-

It can be seen from Fig. 5 that Zone A forms when the local
temperature is higher than 1573 K, whereas Zone B forms when
the local temperature is between 1073 to 1473 K. Zone C forms | I
when the local temperature is lower than 1073 K. Thus, in an
effort to provide guidelines for laser densification of the dental
porcelain without the formation of Zone A, several additional
simulations with different nominal surface temperatures without
the substrate preheatinge., Cases Il, Ill, and 1Y have been
performed. The results from these simulations are shown in Figs.
6, 7, and 8. The corresponding microstructures generated from
experiments for Cases Il and Il are also included in Figs. 6 and 7
for comparison. It can be seen from Fig. 6 that the simulation ~—  ¢s0.114
predicts a maximum surface temperature of 1558 K at the center
of the laser beam for a nominal surface temperature of 1273 K
(Case ll). The predicted maximum surface temperature of 1558 K
is near the critical temperature of 1573 K above which Zone A
appear$47]. Such a prediction is consistent with the experimental
result. As shown in Fig. (), a small Zone A appears at the
central surface of the porcelain body laser-densified with a nomi-
nal surface temperature of 1273 K. Clearly, in order to avoid the
formation of Zone A, laser densification of the dental porcelain
should be conducted with a nominal surface temperature below
ig;g}? or with the maximum local temperature lower tharIli_g. 7 (a) The simulated temperature distribution and ~ (b) the

B . . microstructure determined experimentally at the cross section

This critical nominal surface temperatufe273 K)is also con- of a porcelain body perpendicular to the laser scan direction
firmed by the simulations with lower nominal surface temperaturing laser densification with a nominal surface temperature
tures. Shown in Figure 7 is the predicted temperature field and tfe1173 K (Case 111)

6
486.977

Temperature Distribution (K)

566.168 798.278 1030 1262
682.223 914.3 14
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perature in laser densification of the dental porce(a2¥3 K)has
been identified above which an undesired microstructure, Zone A,
will appear. As a result of this critical nominal surface tempera-
ture, laser densification of the dental porcelain powder should be
conducted below this critical nominal surface temperature.

The model developed in this study is the first comprehensive
one that includes all key parameters in laser densification of a
powder bed. It is expected that the model can be extended to
simulate many other laser materials processing methods that re-
quire consideration of the phase transformation, closed-loop tem-

Temperature Distribution (K)

343.694 594.38 45.081
469.041

8 8 1096
719.735 970.428 1221 1472

perature control, and heat transfer.

Fig. 8 The simulated temperature distribution at the cross
section of a porcelain body perpendicular to the laser scan di-
rection during laser densification with a nominal surface tem-
perature of 1223 K (Case IV)
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ture during laser densification of the dental porcelain powd

should be lower than 1273 K or the maximum local temperatuT}iome"‘Cl"jlture

should be lower than 1573 K in order to achieve the desired mi- A = zrea ()
crostructure of a dense porcelain body. = deformation parameter of the particle
A comparison of Case | with Cases II_, Il and IV also_ suggests ¢ = speed of light (2.998 1¢F m/s)
that whether Zone A forms or not during laser densification is — specific heat capacit{d/Kg-K)
determined by the nominal surface temperature, whereas substrate Dp = diameter(m)
preheating has minimal effect on the Zone A formation. This is = view factor
consistent with the expectation. Substrate preheating decreases the — gravitational acceleration (nijs
tempﬁraturer?radient in the part being fabrLcated. Hfl)wever, it does — Grashof number
not change the maximum temperature at the central surface region _ .-
which is determined by the constant nominal surface temperature B QSﬁt ttéﬁ?sﬁgﬁgffgg;]esrt‘;éva) (when sub-
because of the closed-loop temperature control in both experi- pied), a1
ments and simulations. Therefore, substrate preheating does not (6.62618>10 ™ J s/molecule) -
affect whether Zone A forms or not, but it does decrease residual | spectgal distribution of blackbody emissive power
stresses, warping and the propensity for cracking. (W/m) s
Finally, it should be pointed out that there is room for improv- k = Boltzmann’s constant (1.3810" ** J/K)
ing the model developed in this study. First, the curved surface K = thermal conductivityW/m-K)
observed in the experimetfig. 5) and the volume shrinkage due L = characteristic lengtiim)
to transformation from a powder compact to dense liquid are not NU = Nusselt number
included in the model. Although the non-inclusion of these two ~ Pr = Prandtl number
phenomena will not introduce large errors, an accurate prediction Q = power (W)
would require the inclusion of these two phenomena. Another ~ d = heat flux (W/nf)
important area that is not covered by the model is the laser- R = radius(m)
material interaction issue, which is handled in this study through T = temperatureK)
an empirical approach by comparing the experimental incident t = tme (S)
laser power with the simulated absorbed laser power. The effec- v = velocity (m/s)

tive absorptance of the porcelain powder compact obtain&d Y, Z =

spatial coordinates

through this empirical approach includes the effects of the curvegteek Symbols

surface, volume shrinkage, temperature change during the tran-

sient stage, and variation of the state of matter from powder to @ — absorptivity _ -
liquid. Although simulation of the absorptance as a function of ~ A = thermal volumetric expansivityl/K)
these changes is a complex topic of research by itself, inclusion of A= mte_rvgll
such simulation would certainly enhance the prediction capability € = emissivity . S
of the model. b = fla_lttened surface _fractlon of a particle in contact
with another particle
. 7 = viscosity (N s/m)

5 Conclusions and Remarks ¢ = porosity

A three-dimensional finite element model that encompasses the X = wavelength(m)
effects of the powder-to-solid transition, laser power density, p = density (kg/n)
closed-loop temperature control, temperature- and porosity- ¢ = Stefan-Boltzmann constant

dependent thermal conduction and radiation as well as the

temperature-dependent natural thermal convection has been deéﬁllﬁ .
scripts

oped to carry out the thermal analysis of laser-densified den

(5.6703x10 8 W/m?-K*%)

porcelain bodies. The temperature distribution in the porcelain 0 = initial time
body during laser densification under different processing condi- a = absorption
tions has been simulated using the present model and is comparedamb = ambient
with the experiments. The results predicted by the model match b = blackbody
the experiment quite well. The established model has been usedto ¢ = convection
predict the temperature field during laser densification and the eff = effective
nominal surface temperature that should be adopted during experi- f = fluid
ments in order to achieve the desired microstructure. A critical h = hole
i

maximum local temperatur€l573 K) or a nominal surface tem-
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| = laser [22] Shiomi, M., Matsumoto, M., Osakada, K., Abe, F., 2001, “Two-Dimensional
— Finite Element Simulation of Laser Rapid Prototyping, Simulation of Materi-
n total number of the small areas als Processing: Theory, Methods and Applications,”Hroc. NUMIFORM

nor = nom_mal 2001, K. Mori, ed., Toyohashi, Japan, A. A. Balkema Publishers, pp. 1059—
p = particle 1064.

py = pyrometer [23] Matsumoto, M., Shiomi, M., Osakada, K., and Abe, F., 2002, “Finite Element
r = radiation Analysis of Single Layer Forming on Metallic Powder Bed in Rapid Prototyp-
s = solid ing by Selective Laser Processing,” Int. J. Mach. Tools Manrif,,pp. 61-67.

[24] Niebling, F., and Otto, A., 2001, “FE-Simulation of the Selective Laser Sin-
Superscripts tering Process of Metallic Powders,” in tieroceedings of 3rd International
. ) ) Conference on Laser Assisted Net ShapiddNE 2001, M. Geiger and A.
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Local Heat Transfer and Pressure
Drop for Finned-Tube Heat
Exchangers Using Oval Tubes and
Vortex Generators

This paper presents the results of an experimental study of forced convection heat transfer

James E. 0’Brien

Manohar S. Sohal in a narrow rectangular duct fitted with an elliptical tube and one or two delta-winglet
. pairs. The duct was designed to simulate a single passage in a fin-tube heat exchanger.
Phl|lp C. Wallstedt Heat transfer measurements were obtained using a transient technique in which a heated
airflow is suddenly introduced to the test section. High-resolution local fin-surface tem-
Idaho National Engineering and Environmental perature distributions were obtained at several times after initiation of the transient using
Laboratory an imaging infrared camera. Corresponding local fin-surface heat transfer coefficients
Idaho Falls, were then calculated from a locally applied one-dimensional semi-infinite inverse heat
Idaho 83415 conduction model. Heat transfer results were obtained over a Reynolds number range

based on duct height of 676300. Pressure-drop measurements have also been obtained
for similar elliptical-tube and winglet geometries, using a separate single-channel,
multiple-tube-row pressure-drop apparatus. The pressure-drop apparatus includes four
tube rows in a staggered array. Comparisons of heat transfer and pressure-drop results
for the elliptical tube versus a circular tube with and without winglets are provided. Mean
heat transfer results indicated that the addition of the single winglet pair to the oval-tube
geometry yielded significant heat transfer enhancement, averaging 38% higher than the
oval-tube, no-winglet case. The corresponding increase in friction factor associated with
the addition of the single winglet pair to the oval-tube geometry was very modest, less
than 10% at Rgh:SOO and less than 5% at BQFSOOO. [DOI: 10.1115/1.1795239

Introduction are restricted to delta winglets, deployed in conjunction with an
W%Irliptical tube. Fiebig et al[6] have also examined local heat

Air-cooled condensers used in binary-cycle geothermal po L .
: - . . {ransfer and pressure drop in fin-tube heat exchanger geometries
plants require the use of finned tubes in order to increase hea . .
winglet vortex generators using both round tubes and flat

.. L. |
transfer surface area on the air side. Air is forced through sevegabesl Their results indicated much stronger vortex-induced heat

rows of long individually finned tubes by large fans. The con ﬁ\gsfer enhancement for the staggered arrangement of flat tubes

denser units can be very large, representing as much as 50% of . .

overall capital cost of these power plants. In addition, the pow: answﬁrslirrwoupoirtudbeelfé-vvxx?\n?efbgglslsgnségfg b%?'izt?; ﬂlit)cal

required to operate the fans represents a significant parasitic ho ’ 9 9 9 ors p :
at/mass transfer results were obtained using the naphthalene

load, reducing the net power production of the plant. The reseal limation techni M heat t ¢ h t as high
presented in this paper and previous pap&+s3] has been under- su |;11a lon technique. Méan heat transier enhancement as nigh as
e4}%.5/0 was observed over the no-winglet case. The specific

taken with the aim of devising viable heat transfer enhancem let depl t i idered in thi ; al
strategies for application to geothermal air-cooled condensers dhggiet deployment geometries considered in this experimenta
dy are based on configurations studied numerically for low

similar applications. An effective strategy can result in a reductioau ; . .
PP 9y eynolds numbers by Chen et i8] for a single winglet pair and

in condenser sizéand plant capital costand/or parasitic power d : inal irs | d h
consumption. The specific objective of this paper is to determifeStaggered array of two winglet pairs located near the upstream
of an oval tube. A related numerical study of in-line arrays of

whether improved air-side heat transfer can be achieved thro . .
P vinglets was presented by Chen et al.[B)]. Their numerical

the use of oval tubes in combination with fin-surface vortex ge | dicted hiaher h tor for ih 4 wingl
eratorswinglets), while maintaining low heat-exchanger pressuf&Sults predicted higher heat transfer for the staggered winglet
array than for in-line arrays.

drop. c )
LFc))ngitudinaI vortices are generated naturally in fin-tube heat Baseline local heat transfer measurements for both circular and
exchanger passages by the interaction of the flow velocity proff¥@! tubes hW'thOUtd winglets were obtalneld prewouslyé by hthe
with the heat exchanger tube. These naturally occurring vorticBESent aut Iorsban | are prelsenteﬂlga Reﬁlu :)S presente dm ¢ eh
are called horseshoe vortices. Longitudinal vortices can also BSent oval-tube-plus-winglets study will be compared to the

created through the use of winglet vortex generators mounted %tS€line results. . . .
punched into the fin surfaces. Jacobi and Sp&hprovide an Additional fundamental studies of heat transfer associated with

excellent review of heat transfer enhancement through the usd@pgitudinal vortex generators are available in the_ Iite_rature. Heat
longitudinal vortices. Various winglet shapes have been studidfAnsfer enhancement with double rows of longitudinal vortex-
Fiebig et al.[5], using the unsteady liquid crystal thermograph eneratorgdelta-winglet p_alrbln a chan_nel flow without tub_es
technique, found that delta winglets provided the highest locafS Peen evaluated experimentally by Tiggelbeck gtLal. Their

heat transfer enhancement. Results presented in the present p ts indicate_d heat transfer enhancemgnt .Of up to 80% for
aligned delta winglet double rows. An investigation of the mecha-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF nisms of heat transfer enhancement associated with delta-wing

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 7vortex genera_tors was performed_ by Torii etfal1]. Th!s study .
2003; revision received May 11, 2004. Associate Editor: K. S. Ball. revealed details of the local velocity and turbulence fields associ-
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Fig. 1 Test section

ated with the longitudinal vortices downstream of delta winglefhe transmissivity of the CaFwindow is very high &95%) in
vortex generators. Lin and Jari@2] used an infrared imaging this wavelength range. The test section bottom surfactycar-
system to examine local heat transfer with embedded wave-tylpenate)was painted black using ultraflat black paint in order to
vortex generators in fin-tube heat exchangers. Their results indchieve a surface emissivity very close to 1.0. This emissivity
cated 18.5% enhancement in average heat transfer with the wav@lue was verified over a wide temperature range in separate
type vortex generators. camera-calibration tests by comparing camera-indicated tempera-
In order to assess the heat transfer effectiveness of various ch{-eS with surface temperatures measured using a precision thin-

P ) : flush-mounted thermocouple bonded to a black-painted poly-
binations of tube and vortex-generator geometries, a heat tran C #bonate test surface. Therefore, no emissivity corrections were

measurement technique that allows for high-resolution visualiz squired for the infrared temperature measurements.

tion and measurement of local heat transfer was chosen for thisy ransient heat transfer measurement technique was employed
work. Results presented in this paper reveal visual and quantifgs opiaining detailed local heat transfer measurements on the
tive details of local fin-surface heat transfer in the vicinity of an,qe fin surface. A schematic of the flow loop is shown in Fig. 2.

elliptical tube, an elliptical tube with a single delta-winglet pairm|et air is heated to a desired setpoint temperature using an in-

anq an elliptical tube with a staggered array of two delta-wingl%e, feedback-controlled, finned-element air hed850 W). The
pairs. Average heat transfer coefficients are also presented, .alﬂ@gted air initially flows through a bypass line until the desired air
W'th a comparison to.preV|oust puphshgd results obtained W'thtgmperature and flow rate is established. The air is then suddenly
circular tube and a circular tube with winglets. Pressure drop rSierted through the test section by changing the position of a
sults are also presented for these geometries. three-way valve. The apparatus was designed with a short axial
distancel;=7.39 cm, from the test section bypass line to the test
Apparatus section, such that;/H=18.5. Using this technique, the room-

The heat transfer experiments were performed in a narrow ret@mperature fin-tube model is suddenly exposed to a uniformly
angular duct designed to simulate a single passage of a fin-tigated airflow, initiating a heat conduction transient in the lexan
heat exchanger. A drawing of the test section is shown in Fig. 3ubstrate. Local surface temperatures on the substrate increase at a
The duct height is 1.016 cm and the duct width-to-height rati@te that is dependent on the value of the local heat transfer coef-
W/H is 11.25. The single elliptical tube had an aspect ratio of 3ficient. This transient localized heating is quantitatively recorded
and a major axis half-lengta/H equal to 4.33. The triangular Using an imaging infrared camera. Values of local heat transfer
(delta)winglets had a 1:2 height/length aspect ratio and were ofoefficients can then be determined from an inverse heat conduc-
ented at a 30-deg angle to the flow. The height of the windigts tion analysis.
was 90% of the channel height. The bypass flow is diverted from the main flow duct through a

The duct was fabricated primarily out of lexan polycarbonategircular hole (4.85 cm diam)cut into the bottom of the flow-
The test section length was 14.0 off.50 in.), yieldingL/H development section. The center of the hole is located 8.25 cm
=13.7. A flow-development section with/H=30 was located (3.25 in.) upstream of the test-section entrance. The duct walls
upstream of the test section. Consequently, depending on Répwnstream of this location are not preheated during the flow-
nolds number, the flow is approximately hydrodynamically fullyestablishment period. Therefore, this distance represents a thermal
developed as it enters the test section. entry length. When flow is suddenly initiated through the test

In order to enable thermal visualization of the test-section batection by changing the position of the three-way valve, the flow
tom surfacerepresenting the fin surfagehe top wall of the flow bypass hole in the bottom of the flow-development section is cov-
duct in the vicinity of the circular tube was formed by a calciunered by sliding a flat lexan covegsliding gate valve over the
fluoride (Cak) window with dimensions: 12.7 cm12.7 cm hole. This procedure provides a continuous flat smooth flow sur-
X6 mm (5inxX5in.X0.24in.). The Caf windows enabled face, eliminating any concerns about a cavity-type flow distur-
viewing of the test-section bottom surface with an imaging infrddance associated with the hole.
red camera whose wavelength range of sensitivity was 36r5 Heater control is accomplished using a PID controller
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Fig. 2 Schematic of flow loop

(Yokogawa Model 514)coupled to a solid-state relay with aera uses a fully calibrated 32®44 platinum-silicide IR CCD

pulsed relay output. A thermocouple mounted inside the duct mdeeal-plane array detector, which operates at a temperature of 77
sures the process variable. The air temperature uniformity acré&sThe detector temperature is maintained by a mechanical split-

the duct was verified via infrared imaging of the test surface dustirling-cycle helium cryocooler. In its base mode of operation,

ing preliminary tests with no test cylinder in place. The airflovihe camera can be used to measure infrared intensities correspond-

rate is monitored through the use of an in-line precision mass-flamg to temperatures in the-10—250°C range, with extended

meter (Kurz model 504FT)plumbed into the exhaust line. Test-ranges available through the use of filters up to 1500°C. The
section mass-average velocities and Reynolds numbers were calmera detector has a 12-bit digital dynamic range and a mini-

culated based on the SCMH values obtained from the mass-flowum discernible temperature differen®¢DT) of 0.1°C at 30°C.

meter. Air is drawn through the system by a centrifugal blowst is equipped with a 25-mm standard lens, which provides a

(1/3 HP, 240 V 3-phasdpcated at the flow exit. Blower speed is17-degx13-deg field of view. All radiometric information is
controlled by a sub-micro inverter variable-frequency di  stored in binary digital files on PCMCIA flash memory cards for

Tech model SF215), which in turn is controlled by a computesubsequent analysis. Infrared thermography has several advan-
generated 4—20 mA control signal. System flow rate varies litages over thermochromic liquid crystals for surface temperature
early with blower speed over the range used in this study fromapping, including wide available temperature range, high spatial

about 1.51X10 2 to 14.0x10 2 kg/s. These flow rates corre-resolution, excellent thermal resolution, and full-field direct digi-
spond to a duct-height Reynolds number (ReUH/n=m/uW) tal data acquisition and processing.

range of 670—6300 with a duct height of 1.016 cm and a ductThe thermal image binary data files created by the camera on-
width-to-height ratioW/H of 11.25. Geothermal air-cooled con-board processor are stored in a specialized 16-bit TIFF gray-scale
densers typically operate within a Reynolds number range fafrmat. These files include not only the image pixel values, but
500<Reg;<1200. also a large amount of camera and test-specific information, such
Two flush-mounted thin-foil thermocouples were bonded to thees camera and firmware identifiers, date and time of image acqui-
bottom surface of the test section near the test-section inlet. Theg@n, camera settings at image acquisition, and temperature/pixel

thermocouples provide a continuous indication of surface teroalibration data points. This information is included in the TIFF
perature at two locations and are used to help determine the exXdetin the form of “private tags”[13]. Specific file-format infor-
start time of each test, which occurs when the heated airflowrigation provided by FLIR was used in conjunction with general
diverted through the test section. information about the TIFF standard found in REE3] to fully

Heat transfer results will be presented for three experimentd¢code the binary data files for subsequent thermal analysis using

configurations: elliptical tube, elliptical tube plus a single deltaa Labview (National Instruments, Version 5.program created
winglet pair, and elliptical tube plus two delta winglet pairs in dor this purpose.

staggered array. The geometric details of the elliptical tube, theA separate single-channel multiple-tube-row apparatus was fab-
winglets, and the winglet deployment locations are presentedrinated for evaluating the pressure-drop performance of the vari-
Fig. 3. The winglets had a 1:2 height/length aspect ratio and weyas tube and winglet configurations studied in the heat transfer
oriented at a 30-deg angle to the flow. The height of the wingleexperiments. A drawing of the pressure-drop test section core is
was 90% of the channel height. This height was chosen rattsrown on the left side of Fig. 4 for the case of oval tubes with two
than the full channel height in order to avoid damage to the,Capairs of winglets. The axial and spanwise tube spacing is shown in
windows. The winglets were machined from lexan polycarbonatke figure. The circular tube arrays had the same spanwise and
and were bonded to the test surface. The winglet deployment gedal tube spacing, with a tube diameter of 2.54 cm. The oval and
ometry for these tests was based on the geometry recommendediiicular tubes were designed to have the same cross-sectional flow
Ref.[8]. area. Dried and filtered shop air enters the flow channel from a
Quantitative thermal visualization images are obtained usingskot located 24 cm upstream of the tube bundle. The flow channel

precision imaging infrared came(BLIR PRISM DS). This cam- dimensions are 0.254 cm higt22.86 cm wide. A row of six pres-
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Fig. 3 Winglet locations and geometry

sure taps was drilled along the channel centerline upstream arging Labview software. The data files included time histories of
downstream of a four-tube-row staggered array of either circultive thermocouple mass-flow meter and pressure-transducer signals
or elliptical tubes, with or without winglets. The tube array simuwith updates at 0.7-s intervals.
lates a single passage in a plate-fin heat exchanger. The tubes and
winglets were machined from a solid sheet of lexan using a CNEperimental Procedure
mill. A close-up photograph of the oval tubes and winglets is
shown on the right side of Fig. 4. Pressure drop was measuredeat Transfer Measurements. Details of the experimental
using a precision differential pressure transdu@dkKS Model procedure for the transient heat transfer tests will now be pro-
223BD, 1- and 10-Torr rangedAir flow rates were obtained from vided. After the IR camera is powered up and the detector array
a precision mass-flow metéHasting Model HFM, 500 and 300 has reached its 77K operating temperature, the camera is posi-
slpm ranges). tioned above the test section at an appropriate height for observing
Instrumentation signals from both the heat transfer arglther the entire portion of the test section or a close-up view. In
pressure-drop flow loops were fed into a modular multiplexingrder to avoid IR reflections of the warm camera body off the
data-acquisition systerfHewlett Packard 3852)A which in turn CaF, windows, the camera is positioned at a small angle off the
was interfaced to a system-controller computer via an IEEE-48@rtical. The camera gain and level adjustments are set such that
bus. For this experiment, the data acquisition unit was configurdte minimum observable temperature corresponds to the initial
with a 20-channel FET multiplexer with thermocouple compenséemperature with a temperature range of 10—15°C. The software
tion, a 5.5 digit integrating voltmeter, and a 4-channel voltagelock on the camera is synchronized with the clock on the data
current DAC. The DAC module was used to provide control sigacquisition computer to withinc 0.5 s. The three-way valve is set
nals (4—20 mA to the variable-frequency drive for the blower.to the bypass position and the sliding gate valve is opened. Flow
The mass-flow meter was configured to communicate directly initiated through the bypass line by adjusting the blower RPM
with the computer using an RS-232 interface. Data-acquisitiamtil the desired flow rate is observed. The air temperature is
and instrument-control system programming was accomplishedtablished by adjusting the PID controller set-point value to the

= 5715em "I Iﬁl 4,949 em "'.I
1), ‘Ur n O Ny U, s [ “

Fig. 4 Pressure-drop test section core
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desired level, typically 45°C. Before diverting heated air througéfter the start of the test. It must be solved iteratively foHow-

the test section, a pretest thermal image of the test sectioneiger, since the camera pixel array includes over 78,000 pixels, it is
acquired. At this time, the data acquisition system is set to begint practical to directly solve the equation at every pixel. Instead,
writing data to disk. The three-way valve position is then changegl,jook-up-table approach was used in the data-reduction scheme.

f‘h”d thﬁ tilidingtgatet.val\{e'ti_stplost%d %ﬁ divelrttthe .he?ti? airflgy\he measured temperature range for each thermal image is di-
rough the test section, initiating the thermal transient. A num : - -
of thermal images of the test sectiétypically 5) are acquired Glded into 100 increments, and a value of heat transfer coefficient

during the first 5-60 s of the transient. These images are storedipfPtained for each of these 100 temperatures by iteratively solv-
PCMCIA flash memory cards and are transferred to the systé9 Ed.(4). Each actual pixel temperature is then converted to a
controller computer after each test. The images selected for fifigat transfer coefficient by linear interpolation among the 100
presentation in this paper were typically acquired at 30—40 s afteerements.

initiation of the transient. Heat transfer results were obtained overLocal heat transfer results are presented in terms of heat trans-
an airflow rate ranging from 1.5410 3 to 14.0x10" 2 kg/s, cor- fer coefficient. Average heat transfer is presented in terms of Nus-
responding to a Reynolds number range based on duct heightseft number based on channel height,NthH/k, parameterized
670-6300. by the Reynolds number based on channel heighi=R&/H/u
=m/uW. Pressure-drop results are presented in terms of friction

Pressure-Drop Measurements. Two techniques were used .
é@gtor, defined as

for the pressure-drop tests: steady-flow and blow-down. Stea
flow tests were performed by establishing a steady air flow using

a flow-control valve, then acquiring a large number of averages of f APp ()

both flow rate and pressure drop at a fixed flow rate. Blow-down G2/2(4L/Dy)

tests were performed by charging the air compressor storage tank

to a predetermined pressure with no flow, then discharging thgereG is the mass flux at the minimum flow are&P is the

tank through the system while continuously monitoring instant@ressure drop across the tube bundle, larid the axial length of

neous flow rate and pressure drop. The air compressor was dig tube bundle. The hydraulic diame®y, is given by
abled during the blow-down. Blow-down testing allowed

pressure-drop measurements to be obtained over a much broader ALA.

flow range(both higher and lower flowshan steady-flow tests. It D=——= (5)
also provided a complete pressure-drop versus flow-rate data set A

over the entire flow-rate range of interest in a single test. Results

obtained with the steady-state and blow-down techniques wereWfRereAny is the minimum flow cross-sectional area, ahis the
excellent agreement. total heat transfer surface area. Friction factors are parameterized

using the Reynolds number based on hydraulic diametes, Re

] =GD,/u. Note that this friction factor definition does not include
Data Reduction any entrance or exit effects. Only core friction is considered

In order to obtain heat transfer coefficients from the surfaddcause the measured pressure drop only corresponds to core
temperatures measured during the transient heat-up of the {&&fion.
section, the bottom surface of the test section is assumed to be-
have locally as a one-dimensional semi-infinite solid undergoingExperimental Uncertainty
step change in surface convection heat transfer. For the 1.27 crg

thick fthe I test surf th iLinfinit ton.i stimates of the experimental uncertainties of the Reynolds
ICKNess of the Ieéxan test suriace, the semi-infinité assumplion,gy,pers heat transfer coefficients, and friction factors presented
valid for at least 88 s after initiation of the transient. The assum

i f i h : tion heat t fer i ¢ 1 this paper have been obtained based on constant-odds, 95%
lon of a step-change in convection neat transter IS not exac énfidence leve[16]. For Reynolds numbers, the uncertainties

correct because the mean air temperature at the test section agiiitiated with the mass-flow meters and the viscosity were con-

ally increases slightly with time, due to heat transfer to the dugfyered. For the heat transfer coefficients, individual uncertainties
wall downstream of the flow diversion locati¢h4]. This mean- .

X : . image-capture time, surface temperature, air temperature, and
temperature-depression effect is most serious at low Reyno

. . Stbstrate thermal produ€tpck) were considered. For the friction
numbers and for small values of elapsed time at image acquiglzqs uncertainties in mass flow rate, pressure drop, and air
tion. HOWG.VGF auxiliary calculations and examination of pr.el'm'd]gnsity were considered. A plot indicating estimated uncertainties
nary data indicated that, for the geometry and flow conditions o
our tests and for the image acquisition times used, neglecting this
effect would not have a significant impact on the heat transfer
coefficient distribution results. The time-dependent surface tet A8

perature for a semi-infinite solid subjected to this boundary co dhih
dition is given in[15] e Rl
£ g d ReDh/ReDh
TOH T, ) h2at . hyat by B | d i
Tm——Ti_ ex ? er K ( ) ﬁ o
and if we let % i5
g TOO—Ti, hyvat  hilt , ERRT:
=TT TR ok @
the equation reduces to ﬂf
SO0 2000 0K B RN [N
0:1_exq'yz)erfc(')/) (3) W* 100, Re |, Re
H Ok
This equation represents the relationship between heat transfer
coefficient and surface temperature measured at a specific time Fig. 5 Experimental uncertainties
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Fig. 6 Local fin surface heat transfer coefficients for an oval tube plus a single winglet pair

for these quantities is presented in Fig. 5. Heat transfer coefficigResults

uncertainties are plotted against 100. Therefore, if the heat Local fin-surface heat transfer distributions for the baseline case
transfer coefficient value is 3@ 100=3000 and the uncertainty

in heat transfer coefficient is around 15%. Reynolds number u%f flow around an elliptical tube with no winglets were presented

certainties are plotted against the respective Reynolds number [reference[1]. Local fin-surface heat transfer distributions for
ues. Friction factor uncertainties are plotted againss, RRey- flow around an elliptical tube with winglets are presented in Figs.

nolds number and friction factor uncertainties increas% and 7 for four Reynolds numbers. Results for the case of a

dramatically for very low flow rates, but are reasonable for Reﬁ?gle wmg_let pair are presented in Fig. 6. Results for the_ case of
nolds numbers greater than 500. Friction factor uncertainties {0 delta winglet pairs in a staggered array are presented in Fig. 7.
clude contributions from both the mass flow meter and the preé- these figures, flow is from bottom to top. The winglets are

sure transducer, both cited by the manufacturer as a percentag¥igible in the figures near the upstream leading edge of the oval
full scale. Observed repeatability of the flow-rate and pressurélbes. Apparent heat transfer coefficients on the winglets them-
drop measurements were significantly better than the relative @lves are not valid because the winglets protrude into the flow
certainty values shown in Fig. 5. and, therefore, do not behave as a semi-infinite solid. The slight
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Fig. 7 Local fin-surface heat transfer distributions for flow around an elliptical tube with two pairs of delta
winglets in a staggered configuration

asymmetry visible in the heat transfer images is due to the effexirner, horseshoe-type vortex. The primary vortex, located di-
of the slightly off-vertical viewing angle of the IR camera rectly downstream of the vortex generators, is formed by flow
Results presented in Fig. 6 clearly indicate local areas of higleparation along the top edge of the winglets. The corner vortex,
fin-surface heat transfer in the stagnation region of the oval tubecated outside of the main vortex, develops like a horseshoe vor-
along the side of the oval tube, and downstream of the wingletex on the upstream-facing pressure side of the winglets. The fin-
Highest heat transfer coefficients are in the tube stagnation regisnorface heat transfer enhancement associated with the primary
The very high heat transfer coefficients, which would normally beortex is visible in the images of Fig. 6 directly downstream of
expected to occur at the fin leading edge in an actual finned tuleech winglet, starting about a half-winglet-length directly axially
are absent because the test section is preceded by both a mordemmstream of each winglet. The heat transfer enhancement asso-
tum and thermal entry length, as described in the Apparatus Se@ted with the corner vortex of each winglet is visible in the
tion. The horseshoe vortex that forms in the tube stagnation regiomages as a streak that begins on the upstream side of each
is swept downstream along the side of the tube as a longitudingihglet and is swept to the outside and downstream. The heat
vortex, producing a streak of high fin-surface heat transfer thnsfer effects of all three of these vortices are most distinctly
persists well downstream of the tube. visible in the lowest Reynolds number case presented in Fig. 6. In
Each winglet produces two vortices: a primary vortex and this figure, moving outward spanwise from the side of the tube,
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Fig. 8 Mean fin-surface Nusselt numbers for seven flow configurations, based on local heat transfer results

the tube horseshoe vortex, the primary winglet vortex, and tlier the cases of a circular tube without winglets and a single
corner winglet vortex are all visible. At the higher Reynolds numdelta-winglet pair with no tube yielded similar results. Heat trans-
bers, the effects of the three vortices are still visible, but they temfgr results for the oval tube without winglets were quite low. Low-

to merge together and become less distinct. At low Reynolds nugkt heat transfer coefficients, as expected, were produced by the
bers, the wake region downstream of the oval tube representgzn-channel configuration.

very low heat transfer region. However, at higher Reynolds num-| order to fully assess the performance of any of these flow
bers, this region “fills in” due to the transition to turbulent flow inconfigurations, the pressure-drop behavior must be also consid-
the duct and in the boundary layers that form on the tube wall;oq"Results of the pressure-drop measurements obtained with the
The enhancement of overall heat transfer associated with the ﬁfgle-channel multiple-tube-row pressure drop apparatus are

ployment of the winglets will be discussed later. . presented in Fig. 9 in terms of friction factor versus Reynolds
Local heat transfer results presented in Fig. 7 are similar to the

results shown in Fig. 6, but with two winglet pairs deployed in th tumber bas'ed on hydrayllc dlamgter, as .deflned in @5(5).' .
leading-edge region of the elliptical tube in a staggered config ased on this definition, in the laminar regime, the highest friction
ration. Local regions of high heat transfer associated with the tul¢tors were observed for the open channel, followed by the oval-
stagnation region, the tube horseshoe vortex, and the primary g€ cases and finally by the circular-tube cases. Actual pressure
corner vortices produced by each winglet are all visible in thé’OP magnitudes are in the opposite order. The friction factor re-
images. Trends with increasing Reynolds number are also simiféits reflect the fact that the minimum-area mass @iis succes-
to the single-winglet-pair case. sively higher for the oval-tube cases and the circular-tube cases
Mean fin-surface heat transfer coefficients have been calculafed a specified total mass flow rateote thatG? appears in the
based on the local heat transfer results for the seven flow configienominator of the friction-factor definitionOpen-channel data
rations studied to dat@wo detailed in this paper plus five detailedagree well with the theoretical value of 24/Df§éor laminar flow

in Refs.[1-2]). For these calculations, only the active fin area ig, 5 parallel-plate channel. The friction factor data for all cases
considered. The areas covered by the tuleésular or oval)or tend to converge at highefturbulent) Reynolds numbers, ap-

the er:g:jet_s g_re go_t |tr;]clufded. I?eNsuIts I(t)f these (E)alculé’;\tlonsh Foaching the Petukojd 7] correlation for turbulent-flow friction
presented In F1g. © In the form of Nusselt number based on CNafe . eriction factor results for cases with winglets are higher

nel height Ny, versus Reynolds number based on channel hei . - ' . . .

Rq,. A%malluéchematic o?each flow configuration is shown in th han ”‘e'F reSpeCt'V.e baseline cases since th.e only quanpty that i

top of Fig. 8. Highest heat transfer coefficients were observed erent in calculating those friction factors is the magnitude of
dfe pressure drop. No correction is made to the minimum-flow

the case of a circular tube plus winglets with the winglets locat )
on the downstream side of the cylinder, oriented at a 45-deg angl€@ for the winglet cases. It should be noted that because the
to the flow. The cases of oval tube plus one pair of winglets adBéan heat transfer results were obtained from the single-tube heat

Oval tube plus two pairs of Wing'ets y|e|ded sim”ar mean heéfansfer tests and the friCtion faCtOI’ resultS were Obtained from a
transfer results, with the single-winglet-pair configuration actualfultiple-tube-row configuration, the heat transfer and friction fac-
producing higher heat transfer at the highest Reynolds numbdg¥. results do not correspond to identical flow situations. This is
The addition of the single winglet pair to the oval-tube geometnyhy the mean heat transfer results have not been converted to
yielded significant heat transfer enhancement, averaging 3§%tactors for presentation on the same graph as the friction factors,
higher than the oval-tube, no-winglet case. Mean Nusselt numbessis standard practice for presentation of heat exchanger results.
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Fig. 9 Friction factors measured for six flow configurations, steady-state and blow-down results

We are in the process of developing a new apparatus that villie oval-tube, no-winglet case. The corresponding increase in fric-
provide both overall heat transfer and pressure-drop results fortéon factor was very modest, less than 10% ap,R&00 and less

entire tube bundle. than 5% at Rg =5000. Highest mean heat transfer coefficients
were observed for the case of a circular tube plus winglets with
Conclusions the winglets located on the downstream side of the cylinder, ori-

An experimental study of forced convection heat transfer in %{ned at a 45-deg angle to the flow.

narrow rectangular duct fitted with an elliptical tube and one or
two delta-winglet pairs has been performed. The duct was ddcknowledgments

signed to simulate a single passage in.a fin-tu.be heat exchangeq:his work was sponsored by the U.S. Department of Energy,
Heat transfer measurements were obtained using a transient tggBsthermal Program. The Idaho National Engineering and Envi-
nique in which a heated airflow is suddenly introduced to the t&g§nmental Laboratory is operated by Bechtel, Babcock and Wil-
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heat transfer coefficients were then calculated from a locally a@yganization, under research Grant No. 99EF1.

plied one-dimensional semi-infinite inverse heat conduction
model. Pressure-drop measurements have also been obtained\fgmenclature
similar elliptical-tube and winglet geometries using a separate

single-channel, multiple-tube-row pressure-drop apparatus. The a = elliptical tube major axis half length, cm
pressure-drop apparatus includes four tube rows in a staggered A = tube bundle heat transfer surface are&, m
array. Heat transfer and pressure-drop results were obtained over a Amin = minimum flow cross-sectional area’m
Reynolds number range based on duct height of approximately b = elliptical tube minor axis half-length, cm
600-6500. ¢ = specific heat, J/kg K

Local heat transfer results clearly indicate areas of high fin- Dy = duct hydraulic diameter, cm
surface heat transfer in the stagnation region of the oval tube, f = friction factor
along the side of the oval tube, and downstream of the winglets. G = air flow mass flux, kg/rhs
Highest heat transfer coefficients are in the tube stagnation region. h = heat transfer coefficient, Wi
The local heat transfer enhancement associated with both the pri- h,, = winglet height, cm

mary vortex and the corner, horseshoe-type vortices produced by H
each winglet are visible in the heat transfer images. Evaluation of k = thermal conductivity, W/m K

mean fin-surface heat transfer coefficients indicated that the addi- L test section length, tube bundle length, cm
tion of the single winglet pair to the oval-tube geometry yielded m = air mass flow rate, kg/s

significant heat transfer enhancement, averaging 38% higher than Nuy=hH/k = Nusselt number based on channel height

= channel height, cm
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eter Flow Losses in Fin-Tube Heat Exchanger with Vortex Generators: A Compari-
t = time, s son of Round and Flat Tubes,” Exp. Therm. Fluid S8i(1), pp. 35-45.
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Three-Dimensional Forced Convection etry. This fact, along with the realization that such geometry ap-

pears regularly in many industrial heat transfer devices, motivated

in Plane Symmetric Sudden the present study.

Expansion _
Problem Statement and Solution Procedures

Three-dimensional laminar forced convection in plane symmet-

J. H. Nie and B. F. Armaly* ric sudden expansion is simulated, and a schematic of the compu-
Department of Mechanical and Aerospace Engineering, tational domain is presented in Fig. 1. The duct’s heightsndh
and Engineering Mechanics, University of downstream and upstream of the expansion respectively are 0.04
Missouri—Rolla, Rolla, MO 65401 m and 0.02 m. The step heiglt and the duct's widthw are

maintained as 0.01 m and 0.08 m, respectively. This provided a
configuration with an expansion ratio of 2 and an upstream aspect
ratio of 4. The origin of the coordinate system is located at the
Simulations of three-dimensional laminar forced convection in [gottom corner of the step where the sidewall, the backward-facing
plane symmetric sudden expansion are presented for Reynodglsp, and the stepped-wall intersect, as shown in Fig. 1. The di-
numbers where the flow is steady and symmetric. A swirling “jetections of the streamwise), spanwise %), and transversey)
like” flow develops near the sidewalls in the separating sheafoordinates are shown in that figure. The length of the computa-
layer, and its impingement on the stepped wall is responsible f@gnal domain is 0.5 m downstream and 0.02 m upstream of the
the maximum that develops in the Nusselt number adjacent to #iep, respectively, i.e+2<x/S<50. This choice was made to
sidewalls and for the reverse flow that develops in that region. Tl@sure that the flow at the inlet section of the dudS= —2) is
maximum Nusselt number on the stepped wall is located inside # affected by the sudden expansion in geometry at the step and
primary recirculation flow region and its location does not cointhe flow at the exit section of the duct/&=50) can be treated as
cide with the jetlike flow impingement region. The results reveglily developed. It was confirmed that the use of a longer compu-
that the location where the streamwise component of wall She@’[ionm domain did not Change the flow behavior in the region
stress is zero on the stepped walls does not coincide with the oud@ivnstream from the stepx{S<25). The three-dimensional
edge of the primary recirculation flow region near the SideWGJ|SNavier_S’[(_)|(esl energy, and continuity equations for laminar
[DOI: 10.1115/1.1795242 steady incompressible flow are solved numerically using the finite
volume method. The physical properties are treated as constants
and evaluated for air at the inlet temperatureTgf=20°C [i.e.,
density p is 1.205 kg/mi, specific heatC, is 1005 J/(kg°C),
Introduction dynamic viscosityu is 1.81x10°° kg/(m-s), and thermal con-

L . uctivity k is equal to 0.0259 W/(nfC)]. Inlet flow (x/S=
Flow separation in internal flow and its subsequent reattac%—2 1=<y/S<3, for all 2) is considered to be isothermal{

ment, caused by sudden changes in geometry, occur in many grE‘()"C), hydrodynamically steady and fully developed with a
gineering applications where heating or cooling is required. Thea tribution for the streamwise velocity componenéqual to the

appl_ications appear in e_Iectronic cooling equipment, cooling he described by Shah and Londd2]for fully developed lami-
turblng blade_s, combustion chambers, and many other heat fiff flow in a rectangular duct. The other velocity components (
changing devices. The flow and the heat transfer in most of thezg, 1) are set to be equal to zero at that inlet section. No slip
applications exhibit three-dimension@D) behavior, but most of ¢, yition (zero velocities)is applied to all of the wall surfaces.

the published results have treated only two-dimensig@a)) . . o
~ . : : Uniform and constant wall heat fluxgg=5 W/n?) is specified
problems[1-4]. Experimental and numerical studigs—9] have é@r the stepped wally/S=0 and 4, G<x/S=<50, for allz), while

shown that two-dimensional laminar flow in plane symmetric su ther walls are treated as adiabatic surfaces. At this low wall heat
den expansion undergoes a bifurcation from symmetric to asyij- > ) :
X, the buoyancy effects are negligible and can be neglected in

metric equilibrium states at a critical Reynolds number. The flo X ) -
symmetry breaks down when the Reynolds number is higher th e simulation. Fully developed flow and thermal conditions are

the critical value, and recirculation flow regions of different Sizﬁrgposed at the exit sectioni(S=50, for all y and 2) of the

develop adjacent to the two symmetric stepped walls. Flow wi Iculation domain by equating the streamwise gradients of all

o ! Jantities to zero at the exit. The governing equations are dis-
Reynolds numbers below the critical value is _steady and Symmgfetized using the finite volume method, and a line-by-line method
ric. Cherdron et al[10] demonstrated experimentally that the

" ) . . mbined with the alternating direction impli¢iADI) scheme is
critical Reynolds number increases with decreasing both the &9 d to solve the resulting finite voulme equations. The SIMPLE

pect ratio and the expansion ratio of the duct. They estabhsh% gorithm is utilized for the computation of pressure correction in

that for a duct with expansion rati€R =H/h, whereH andh the iteration procedure. Hexahedron volume elements and a non-
are duct heights downstream and upstream from the step, respe(e,- P :

tively) of 2 and aspect ratioAR =W/H, whereW is width of uniform grid system are employed in the simulations. The grid is

duct) of 8, the flow is steady and symmetric for Reynolds numbé]righly concentrated close to the step and near the step corners in

(Re=2pughly, wherep is density,u, is the average inlet velocity, ord_er to er;sure the accurlacy of th?l numerl%al simulations. _Com-
and u is the dynamic viscosityequal to or smaller than 150. parisons of computed-velocity profiles at different streamwise

Chiang et al[11] examined the effects of the aspect ratio on th:ocgitlonzs V\ygrh thgorgeaasrlér:g:nrlti:&v':eee%rr;nig?ﬁged F;rr?jenrt:cﬂcte d
developments of flow asymmetry and established that, for an eX- 9. <. Y9 9 P

pansion ratio of 3 and a Reynolds number of 160, the flow Values can be seen in that figure, thus validating the current simu-

. o tion code. Additional details about the numerical methods and
steady and symmetric when the upstream aspect ratio is SMalSle validation can be found in Réfl3]. Results from several

than 3.5. All of the published work on the plane symmetric ex: id densities for a Reynolds number (RE50) were used in

. A . N |
ansion geometry has been limited to examining the fluid flo . L . . .
Eehavior%nly an?:il none. to the authors’ knowledgg has been pl‘a{@_\/elopmg a grid independent solution for this study. The velocity

X : . P nd temperature values at a selected point in the flow domain are
lished about the resulting convection heat transfer in this geo%resented in Table 1 for different computational grids. A grid of

190x56x56 was selected for these simulations. Using a finer

*Corresponding author. f . 0 ) .
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF gl’ld of 210x76x76 resulted in less than 1% difference in the

HEAT TRANSFER Manuscript received by the Heat Transfer Division December 129rec|.iCted resu!ts- The convergence criterion rEqUired that the
2003; revision received April 21, 2004. Associate Editor: K. S. Ball. maximum relative mass residual based on the inlet mass be less
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Fig. 1 Schematic of the computation domain

Fig. 3 Limiting streamlines on planes parallel to the stepped
wall (y/S=0.01) and sidewall (z/L=0.01)

than 10°8. All calculations were performed on Hewlett-Packarqu, v, andw) and temperature at selected planes downstream
Visualize B1000 workstations. One iteration required approxfrom the sudden expansion revealed that the flow and heat transfer
mate|y05168 s when the total number of grid points was abois symmetric relative to the center planes of the da&.

5.8X10°.

Results and Discussions

Simulations of the flow and thermal fields were performed fdpto the primary recirculation flow region in swirling motion
the Reynolds numbers of 50, 100, and 150. These Reynolds nuiflile moving toward the center of the duct. A swirling “jetlike”
bers are smaller than the critical value for flow bifurcation in thifow also develops in the separating shear layer adjacent to the
geometry[6,9,10]. Simulated distributions of velocity component§idewall, and that flow impinges on the stepped wall at a distance

Expt., Fearn et al.

181

Num., Present (3-D)

x/8=5

x/85=10

fal
-0

0 05

0

u/u

0

centerline

0.5

0 05 1

Fig. 2 Comparison with the measured results of Fearn et al.
[8] (u-velocity distribution, at different streamwise locations on
the plane of symmetry at Re =26)

Table 1 Velocities and temperatures at

x/S=10, y/S=1, and

z/ L=0.5 for different computational grids  (Re=150)
XXyXz X /1S
Grid Grid size u (m/s) T(°C) z/L=1 andy/S=0.01
1 90x20x20  0.0375781 20.8691 3.604308
2 100x26x26 0.0364984 20.9106 3.747488
3 120Xx36x36 0.0363543 20.9109 3.832524
4 150x46x46 0.0364438 20.9020 3.916536
5 180x56x56 0.0366213 20.8991 3.959706
6 190x56x56 0.0366294 20.8985 3.961865
7 210X76X76 0.0366651 20.8968 3.972831

Journal of Heat Transfer

The general flow features downstream from the sudden expan-
sion were discussed in details in REf3]; they consist of a down-
wash, which develops adjacent to the sidewall, that flows directly

of approximatelyz/L=0.5. A fraction of the impinging jetlike
flow reverses its direction and moves upstream, both toward the
sidewall and the center of the duct, into the primary recirculation
flow region adjacent to the step and into the reverse flow region
that develops adjacent to the sidewall. Limiting streamlines on a
plane parallel to the stepped wall/6&=0.01) and to the sidewall
(z/L=0.01), which are shown in Fig. 3, illustrate some of this
behavior. The limiting streamlines on a plane parallel to the
stepped wall y/S=0.01) are used to identify the outer boundary
of the primary recirculation flow regiorx{, line). This boundary
line, (x, line), is determined by the criterion that streamlines on
both sides of this boundary line move in opposite directions:
streamlines upstream from this line flow upstream toward the step,
and streamlines downstream from this line flow downstream and
away from the step. The “sourcelike” point that appears on the
stepped wall y/S=0.01) is the impingement location of the jet-
like flow. At this singular point, both the streamwise component
(moul dyl,—o) and the spanwise componentdw/ay|,—o) of the
wall shear stress are zero. Some of the rebounded streamlines,
after the jetlike impingement, move first downstream and later
reverse their direction upstream while moving toward the side-
wall, and in that process a reverse flow region develops adjacent
to the sidewall. The sizélength in the streamwise directipof
the reverse flow region adjacent to both the sidewall and the
stepped wall increases with increasing Reynolds numbers. Distri-
bution of thex, line [a line identifying the locations where the
streamwise component of the wall shear stregsiu/dy|,_o
=0) is zero at the stepped whlk presented also in this figure.
This definition is commonly used to define reattachment length in
2D separated-reattached flow in this geometry. The spanwise dis-
tribution of that line is relatively uniform at the center region of
the duct (0.5<z/L<1.0), and then it increases almost linearly to
its maximum value at the sidewall. The outer boundary of the
primary recirculation regionxj, line) is different from thex, line,
the bold solid line in Fig. 3 where the streamwise component of
the wall shear stress is zero on the stepped wall for three-
dimensional flow(especially near the sidewglbut they are iden-
tical to each other for two-dimensional flofive., at the center of
a duct with large aspect rajio

The results in Fig. 4 map the distributions of various parameters
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—e Reference velocity vector: 0.0003 m/s 2
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Fig. 4 Velocity field on a plane parallel to the stepped wall
(y/S=0.01)

on a plane parallel to the stepped wall =0.01). The color in

that figure designates the value of the mean transverse velocity ©
component ¢) on that plane. Regions with positive and negative
mean transverse velocity components can be easily identified in
that figure. Lines identifying the locations wher¢ the mean
transverse velocity component is zew=0); b) the gradient of

the mean streamwise velocity component is zeta/ §y|,_,=0,

the x, line); ¢) the gradient of the mean spanwise velocity com-
ponentis zero&w/ﬁy|y:0:0, thex,, line); d) the Nusselt number =, _|‘ :
is a maximum; ethe negative transverse velocityv is a maxi- N
mum; and fithe outer edge of the primary recirculation regiog (

line) are shown in this figure. A line identifying the locations
where the wall shear stress is a minimum is also presented in this
figure, but that line is almost identical to tlxg line because the
magnitude of §w/ay)? is much smaller than that ob(/dy)? in 0
that region. The location where the jetlike flow impinges on the
stepped wall and the location where the Nusselt number is a maxi- o
mum are also identified in this figure. The location of the max-'g'j(ft_in?p'isrfggﬁ:mf’ft‘hig;isrﬁﬁ:;nﬁlﬂgeegt%numge?emfﬂqgg%um
mum Nusselt number is upstream from the jetlike |mp|ngeme§iﬂon coefficient )

location, inside the primary recirculation flow region. The signifi-

cant spanwise flow that develops in the impingement region influ-

ences the wall heat transfer and causes the maximum Nusselt o )
number to develop away from the jet impingement region. It @ code and/or apparatus validation. The easiest one of these to

interesting to note that the line for the maximum transverse veld@€asure, however, is the location where the gradient of the mean
ity on that plane is the closest one to the line locating the maxiireamwise velocity component is zerou(dyl,—o=0) and for
mum Nusselt number. The significant spanwise flow inside tiBat reason it is recommended for use in benchmark studies for
primary recirculation flow region can be seen clearly in that fighis geometry.

ure. The two lines that have been identified in this figtihe x,, The distribution of the Nusselt numberN(=q,,S/k(Ty

line and thex, line) do not identify the location of reattachment™ To), whereT, is wall temperatureon the stepped wall is
region near the sidewall for this three-dimensional flow. This co§hown in Fig. 5. Locations of the maximum Nusselt number
clusion is reached from the fact that a region in Fig. 4 near th¥Umax; Impingement location of the jetlike flow and the location
sidewall /L <0.2) has a positive mean transverse velocity conjvhere the wall shear stress is a maximum are identified in this
ponent (i.e., fluid is moving away from the stepped wall rathefigure. The spanwise dlstr.lbutlon of the Ime that locates wherg the
than toward it). Hence, the segments of #ydine and thex, line Nusselt number is a maximum and tkgline are also shown in
that are inside this region are not part of the reattachment lif8js figure. Thex, line moves further downstream as the Reynolds
region. Part of the boundary of the primary recirculation regiofUmber increases, and its maximum appears at the sidewalls
(x, line) that is downstream from the, line develops from the (Z/L=0 and 2.0). Similarly the\up, line moves further down-
rebound of the jetlike flow impingement, and that fluid ends upfréam from the step and its maximum value moves closer to the
reversing its direction and flowing upstream toward the step. TRilewalls as the Reynolds number increases. The magnitudes of
swirling, spanwise, and jetlike flows that develop in this geomet}€ Maximum Nusselt number for the cases 086, 100, and
adjacent to the stepped wall make it very difficult to identify: 50, are 0.787, 0.837, and 0.859, respectively. Similarly the dis-
numerically and/or experimentally, a reattachment line/region thisibutions of the friction coefficien{ C¢=2r,/pu}, where 7,

can be used for code and/or apparatus validation. However, any./(du/dy)?+ (dw/dy)?] on the stepped wall are shown in Fig.
one of the lines that have been identified in this figure can e The friction coefficient on the stepped wall develops a maxi-
located by using simulated flow and thermal fields and, in primrum at the center width of the duct inside the primary recircula-
ciple, can also be measured. Any one of these lines can be uted flow region, and its magnitude decreases to a minimum at the

AW AR xS 15 20 25

- Re=150 (]

P ¥ A N el
5 x//S§ 10 g 15 20 25
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width of the duct. The fluid that is attaching to and/or flowing
adjacent to the stepped wall originates at the inlet section from a
very narrow region that is adjacent to the sidewall. A swirling
jetlike flow develops in the separating shear layer, and a reverse
flow region develops near the sidewall. The spanwise distributions
of the lines locating the positions where the streamwise wall shear
stress is zerox, line) are relatively uniform(flat) near the center
width of the duct but increase, almost linearly, as they approach
the sidewall. Thex, line moves further downstream as the Rey-
nolds number increases, and its maximum appears at the side-
walls. The maximum Nusselt number is located inside the primary
recirculation flow region and that location does not coincide with
the impingement location of the jetlike flow. Similarly, thau,,,,

line moves further downstream from the step, and its maximum
value moves closer to the sidewalls as the Reynolds number in-
creases. The line locating the outer edge of the primary recircula-
tion flow region is different from the line locating the positions
where the streamwise component of the wall shear stress is zero
near the sidewall, and neither one of these lines represent the
reattachment locations in that region. The strong transverse flow
that develops adjacent to the stepped wall makes it very difficult
to identify from either simulations and/or measurements the loca-
tions of the reattachment region in this geometry.
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The Nonlinear Increase of Nusselt angular coordinates normal to the surface. Letepresent the

axial velocity. The heat transfer is modeled with the transport

Number With Friction Factor in Fully equation for energy in terms of the fluid temperatiire

Developed Laminar Duct Flow PT T T
R =puc— (1)
ay* 9z 28
E. Van den Bulck For constant fluid properties, the mean velocity and temperature
e-mail: eric.vandenbulck@mech.kuleuven.ac.be are defined as
Department of Mechanical Engineering, Katholieke 1 1
Universiteit Leuven, Celestijnenlaan 300A, Um:A_J’ udydz Tm:ﬁf uTdy dz (2
. m
B-3001 Heverlee, Belgium ¢ he ¢ he
The cross-sectional averaged energy equation for the duct can be
written as
This paper deals with heat transfer in fully developed laminar ar, A Kk
flow in cylindrical ducts. For this type of flow, the product of PURC g = Kh(TW—Tm)=4NU—2(TW—Tm) (3)
friction factor with Reynolds numberRe and the Nusselt number ¢ D

are both constants. It is known that the Nusselt number increasﬂﬁere the Nusselt number is introduced[‘ﬁh/k_ The tempera-

with the shift of boundary condition from constant wall temperayre distribution is written in terms of a dimensionless functipn
ture to constant heat flux. Also, the ratio of the Nusselt number to

f Reincreases when the convexity of the duct is reduced, e.g., al(X.¥,2)=Tw(X,Y,2) = (Tw(X,y,2) = T(X)) #(y/Dp,2/Dy)
cylinder visavis parallel plates. This paper gives a simple physical

explanation for these two phenomenona. This function is subject to two boundary conditions
[DOI: 10.1115/1.1800511

1
élwa=0 and f u¢dy dz=1 (5)
umAc Ac

Introduction Using this functiong, the axial derivative of the temperature can
Many graduate level textbooks discuss the pressure drop dsglwritten as
heat transfer for fully developed laminar flow in cylindrical ducts.

The books by Kays and Crawford] and Bejan[2] give the al dTn

analytical solutions for circular tubes. The reference book by constant wall temperature: IX =¢ dx

Kakac et al[3] provides full solutions for a large number of dif- ®)
ferent channel cross sections. Table 1 shows representative data constant wall flux: — = dﬁ

for selected geometries that are taken from Kays and Lofdibn T oox dXx

The analytical and numerical solutions show that, e.g., for a rou
tube, the Nusselt numbers for the boundary conditions of const
wall temperature (Ng) and constant heat flux (M) are, respec-
tively, 3.66 and 4.36. For other cross sections, the ratio of b
Nusselt numbers varies from 0.78 to 0.92. More remarkable is the

variation of the ratio Nu/{ Re) with geometry, wheré is the Boundary Layer Approach

taken for the constant heat flux boundary condition, the ratjgs the |ocal ordinate normal to the wall and directed inward. De-
Nu/(f Re) varies from 0.23 for triangular ducts to 0.34 for parallejne a dimensionless variable

plates. This shift in value for the Nuf Re)-ratio with geometry is
not without significance as many heat exchangers use elliptical or Y

flat tubes to transfer heat at a reduced pressure drop when com- = D_h @
pared to round tubes. These facts have been known for a long time o .
and are reported in most heat transfer text bddkss]. Bejan[2] _Near the wall, the local temperature distribution can be rewritten
discusses the applicability of the concept of hydraulic diameter {8t terms of 7 as

laminar flow. However, the physical explanation of the variation =T — - i =

of the Nusselt number with thermal boundary conditions and the T(X'n)_ Tw (TW .Tm(x.))¢( ) with ¢(0)=0 . ®)
nonlinear increase of Nu withRe is generally absent. Only KaysYUsing Egs.(3) in combination with(6), the transport equatioil)

and Crawford 1] give a physical explanation for the increase of@n be written in termg and » as

Nu with the shift of constant temperature to constant heat flux ®o u

boundary. The following paragraph provides an explanation based —=—4Nu—¢" 9)
upon a simple boundary layer type analysis. The mathematics are dz? Um

such that the analysis could be incorporated in intermediate le
heat transfer text books.

[Hj}is last equation is valid because, for laminar flow, the heat
Whnsfer coefficient is constant and thus, for a constant heat flux,
OIHV_T”‘ is constant.

Were n=0 for a constant heat flux boundary ane=1 for a
constant wall temperature boundary. Near the wall, the velocity
can be approximated with a linear profile

Problem Statement

Consider a cylindrical duct with cross sectiég and an inter- u=mn-——
nal wall areaA which is uniformly distributed along its length

This duct has a hydraulic diameter given By=4A:L/A. LetX \yhere the gradient of the velocity can be found from the definition
measure the distance along the cylinder axis et z are rect- equation for the friction factof

(10)
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Table 1  Friction factor and Nusselt number for fully developed

As C increases, so does the Nusselt number because of the

laminar flow in ducts of various cross-sections steepening.

Geometry Re Nit Nug Nug/f Re Factors that affect the magnitude of the curvat@rare:

triangular 13.33 247 311 0.233 1. The thermal boundary condit!on. Because0 at.the wall,
square 14.2 298 381 0.268 $<1 near the wall. Fon=1, this reduces the variab@and
circular ) 16 3.66 4.384 0.274 thus reduces the gradient at the wall. lrer 0, the value of
;gggggﬂ@% 183 a4 233 029 4 has no effect. Physically, this is explained as follows. With
parallel plates o0 754 8.035 0.343 the constant wall temperature boundary condition, the axial

Maspect ratio 4.
@aspect ratio 8.

The transport equation near the wi) can finally be written as

d2
d—d’: —2Nu(f Re)¢"y=—2C» with C=Nu(f Re)¢"

2
(12)

7

where the variabl€ represents the local curvature of the tempera-
ture profile¢ with 7. Cis proportional to the rate of change in the
axial direction of the thermal energy carried by the fluid layers
that are adjacent to the wall. To fully appreciate this form of the
transport equation, the integral boundary condition of &g has
to be considered.

Figure 1 shows representative qualitative profilegpof) with
the variableC as a parameter. The transport equation tells that the
gradient of the cross-wise temperature distribution is maximal at
the wall and, asC increases, this gradient decreases faster in the
direction of » normal to the wall. Together with the integral
boundary condition, i.e., the overall energy balance, this faster
decrease has the effect of steepening the temperature distribution
near the wall, as indicated in the figure. The Nusselt number is

3.

rate of change of the thermal energy of the fluid layers ad-
jacent to the wall is smaller than that of the mean flow, and
therefore the heat transfer from the wall that is needed to
accommodate this axial variation is small. With the constant
heat flux boundary condition, this axial rate of change is
equal to the rate of change of the mean flow, and therefore
the heat transfer is larger.

. The productf Re. As the cross-sectional shape of the duct

varies, so does th&Re-value. Compare for instance a cir-
cular duct that is deformed into a flat duct. Due to this
change of cross section, the proddid®e will increase and
consequently the variabte will increase and thus the rate of
curvature of¢ will increase. Physically, this means that as

f Re increases, the axial rate of change of the energy of the
fluid layers adjacent to the wall is increased due to an in-
crease in mass flux. The heat transfer from the wall to ac-
commodate this axial rate of change must therefore increase
as well. As a result, the Nusselt number will increase.

The Nusselt number. An increasefdRe due to a change in
cross section of the duct will increase the curvature of the
temperature profile. As consequently the temperature gradi-
ent at the wall increases, so does the Nusselt number, which
in turn increases the curvatu2even more. There exists a
sort of cumulative effect. As the heat transfer from the wall
increases due to a higher wall shear, the axial rate of change
of the energy of the fluid layers adjacent to the wall in-
creases. This increase will lead to a steepening of the tem-

linked to the gradient of the temperature profile at the wall. From

the definition of the heat transfer coefficient, it follows that:

(13)

> =

lll*lllllllllll

0..

>0

Fig. 1 Change of temperature profile as a function of the dis-
tance normal to the wall with the curvature C

Journal of Heat Transfer

perature profile, which, in turn, increases the heat transfer
even more. This cumulative effect explains why the Nusselt
number increases more than linear witRe, and thus ex-
plains why the factor Nuf(Re) increases with Re.

Conclusions

The change of Nusselt number with the prodti®e and the
type of boundary condition is explained with a simple boundary
layer approach to the transport equation of energy. It is shown that
the Nusselt number increases with the curvature of the cross-wise
temperature distribution because the integral energy equation acts
a constraint on the overall shape of the temperature profile. It can
be easily shown that the boundary condition of constant wall tem-
perature reduces the curvature whereas the constant heat flux
boundary condition doesn’t. This explains why the Nusselt num-
ber changes with the shift in boundary condition. The curvature of
the temperature profile is proportional to the velocity gradient,
which is characterized bfyRe, and is proportional to the Nusselt
number itself. It is this feedback that explains why the Nusselt
number increases more than linear witRe.

Nomenclature

A. = cross-sectional area
A = tube inner wall area
¢ = specific heat
C = curvature parameter

Dy, = hydraulic diameter
f = Fanning friction factor
h = heat transfer coefficient
k = thermal conductivity
L = axial flow length
n = boundary type index

Nu = Nusselt number
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Re = Reynolds number References

T= temperature i [1] Kays, W. M., and Crawford, M. E., 198Convective Heat and Mass Transfer
u = fluid axial velocity ) ) 2nd ed. McGraw-Hill Book Company, New York, Chap. 6.
x = cartesian ordinate along the cylinder axis [2] Bejan, A., 1984 Convection Heat Transfedohn Whiley & Sons, New York,
y = cartesian ordinate normal to the cylinder wall Chap. 3.
z = cartesian ordinate normal toy plane [3] Kakag, S., Shah, R. K., and Aung, W., 198¥andbook of Single-Phase Con-
n = dimensionless distance normal to the wall vective Heat Transferdohn Wiley & Sons, New York, Chap. 3.
¢ = dimensionless temperature profile [4] Kays, W. M., and London, A. L., 1984Compact Heat Exchanger8rd ed.,
p = fluid density [5] I(r:wr(]:?c[))pfraFEF? and De Witt, D. FEundamentals of Heat and Mass Transfer

()m = cross-sectional mean 3rd ed., Chap. 8.

()w = wall
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Convection Velocity of Temperature The numerical calculation, can reasonably predict the fluctuat-

. . ing quantities, the correlation’s of the fluctuations, and the struc-
Fluctuations in a Turbulent tures of the scalar field. Yeung et 8] used the DNS to study the
Flume mass diffusion with Sc up to 4. Similar studies on passive heat

transfer with the Prandtl number 10 were reported by Na
et al. [4], Kawamura et al[5], Lyons et al[6]. Scalar transport
from sources at the wall of a turbulent channel for medium and

S' HettsroTI f Mechanical Enai . Technion—i t|1igh Prandtl number fluids was studied by Papavassjiidu
ePar ment of Mechanica ngln.eerlng, ecnnIoN—ISrael “niract numerical simulations of turbulent thermal boundary

Institute of Technology, 3200 Haifa, Israel layers, at Pr=0.7, developing on a flat plate with isothermal and
isoflux wall boundary conditions were carried out by Kong et al.

I. Tiselj and R. Bergant [8]. It was shown that the behavior of the turbulent wall-normal

“Jozef Stefan” Institute, Jamova 39, 1000 Ljubljana, heat flux is similar to that of the Reynqlds shear stress, indicating

Slovenia close correlation between the streamwise velocity and temperature
fluctuations. Turbulent temperature boundary layers at0Pf and
Pr=5.4 have been considered by Tiselj eff@].to show how the

A. Mosyak and E. Pogrebnyak change in the Prandtl number and in the thermal boundary condi-

Department of Mechanical Engineering, Technion—Israeiions affects the dissimilarity between the momentum and scalar

Institute of Technology, 3200 Haifa, Israel transport. Na and HanratfyL0] conducted DNS study of passive

scalar transport in the immediate vicinity of a wall. The Schmidt
number was varied from 1 to 10. An increase in the Schmidt
. ) o . . number was associated with a marked decrease in the frequency
A numerical investigation of the temperature field in a turbulenst the mass transfer fluctuations. Although the investigation was
flume is presented. We consider the effect of the Prandtl numbgfyqycted in an Eulerian frame, the authors proposed that in the
on the convection velocity of temperature fluctuations in a turbagion very close to the wall the fluctuations of turbulent scalar
lent boundary layer, and focus also on the effect of the Prandf|q might be connected to convection velocity of near-wall co-
number on the connection between the velocity and the tempeiarent structures.
ture fluctuations. Close to the wall,"y<2, convection velocities  |n many problems of scalar transfer, the dominant mechanism is
of the temperature fluctuations decrease with an increase in thgvective transport in turbulent boundary layer. In these situations
Prandtl number, i.e., the scale dependence becomes significamthg particularly useful to adopt a Lagrangian viewpoint, with an
important. In the region y<2 the relation of the convection observer following the motion of the fluid. Lagrangian quantities
velocity of the temperature fluctuation to that of the velocity flugrom numerical simulations, reported in the literature include, for
tuation may be expressed as HJ¥FU;Pr® and U, example, the propagation velocity of perturbations in turbulent
=UJPr 2 for isothermal and isoflux wall boundary condition,channel flow Kim and Hussaifill], the structure of turbulent
respectively. [DOI: 10.1115/1.1797032 boundary layers, Krogstad and Antofi2], tracking of coherent
thermal structures on a heated wall, Kowalewski ef Hs].
The idea that coherent structures of the temperature field are
Keywords: Heat Transfer, Temperature, Turbulent convected downstream by the mean flow at an average velocity is
a useful one in the study of heat-transfer mechanism. That means
that the time variations of the temperature field observed at a fixed
. point in the flow would be approximately the same as those due to
1 Introduction convection of an unchanging spatial pattern past the point with the

Turbulent thermal or concentration boundary layer evolving ofean convection velocity. Convection velocity depends on the
a flat plate has been one of the most important problems in turftiandtl number, but the relationship is not presented in the litera-
lent heat transfer research. In the problem of heat transfer by fldife. )
flow, the Prandtl number can range from the order of unity for gas In the present study we consider the effect of Prandtl number on
to hundreds and thousands for oil. In the problem of mass transfée convection velocity of temperature fluctuations in a turbulent
the Schmidt number can range from unity for gaseous substanB@gindary layer and focus also on the effect of Prandtl number on
in air, to hundreds for salinity in water, and to thousands for coléhe connection between the velocity and temperature fluctuations.
dyes in water. In the case of heat transfer at low and moderdsgart from fundamental understanding we also aim at providing
Prandtl(Schmidt)numbers, a significant temperatui@ncentra- information on the e_ffect of the thermal wall boundary condition
tion) gradient exists not only in the diffusive sublayer but also ifn turbulent scalar field.
the region outside the sublayer. High Prandtl number heat transfer
is of special importance in the understanding scalar transfer can- Nymerical Procedure
trolled by turbulent motions very close to the wall. . o .

Mass transfer through the solid boundary of a turbulent channel!nfinite flume geometry, Tiselj et 9], was used for numerical
flow was analyzed by Calmet and Magnaudétusing large-eddy simulations of turbule_nt hgat transfer. The flow above the |nf|n|te
simulation(LES) for Schmidt numbers Sel, 100, and 200. The heated bottom wall is driven by a constant pressure gradient,
study confirmed the conclusion that high Schmidt-number ma¥éiereas the top surface is free. Simulations assume a section of
transfer at a solid wall is governed by the large-scale structur§ flow far from inlet, where a steady mean velocity profile is
observed in planes parallel to the wall in the viscous sublay&Stablished. Mean wall temperature is increasing linearly in the
LES of turbulent channel flow for the Schmidt number from 0.$treamwise direction, however, the mean temperature difference
up to 200 has been performed by Dong e{2].to investigate the between the wall and bulk of the fluid does not depend on the
effect of the Schmidt number on the turbulence behavior. TIireamwise coordinate in the simulated domain. These assump-

behavior of the mean and fluctuating concentrations and turbuldiS on the physical model allow implementation of periodic
mass flux was discussed. boundary conditions in streamwise and spanwise directions after

the constant pressure and temperature gradients are appropriately
Contributed by the Heat Transfer Division for publication in th®URNAL OF treat.ed' . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 28, With assumptlons above t.he dimensionless Nawer'S.tO.kGS and
2003; revision received June 30, 2004. Associate Editor: S. P. Vanka. energy equations are normalized by the flume hdigltte friction
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this is very close to the reality at low Froude numbers, where
surface waves are negligible. No-slip boundary condition is ap-
plied at the interface of the wall and the fluid.

Beside velocity boundary conditions, two different thermal
boundary conditions were considered at the wall-fluid interface.
The first was the isothermal boundary conditi@enoted as H1
wall boundary condition

0" (y=—1)=0 (4)

and the second was the isoflux boundary condition for dimension-
less temperature differenag(H2 wall boundary conditionwith
fixed mean wall temperature:

3 <0+>x,z,t(V= -1)=0 (%)
and boundary condition for the fluctuation part of temperature

de
dy

(y=—1)=Re,Pr 6

wherey=y/h.

Details on both types of boundary conditions and their applica-
tion can be found in Kong et aJ8] and Tiselj et al[9].

The free surface was treated as an adiabatic surface:
d#*/dy" =0 and periodic boundary conditions in the streamwise
x and spanwise-directions were applied for the velocity and tem-
perature fields.

As can be seen from Eqél)—(3), the temperature is assumed

0% . . ‘ to be a passive scalar. Results of the present study consider the
10’ 10 1o’ 10 v o systems, where the temperature differences are not too large,
while some caution is required for the systems, where the tem-
Fig. 1 Turbulent heat flux. Pr =54. (a) streamwise heat flux perature differences are not negligible. Such assumption was used
0t u™: and (b) wall-normal heat flux @%v* (—— T,=const, Dy Kasagi et al[14], Kawamura et al.5] and Tiselj et al[9].
Dong et al. [2]---- g=const, Dong et al. [2]). The equations were solved with pseudo-spectral scheme using
uniform grid of collocation points and Fourier series nand
z-directions. Chebyshev polynomials are used in the wall-normal
directiony, with cosine distribution of the collocation poi
=cos(@(j—1)/(N,—1)), j=1, N, that are refined near the wall and
the free surface. Numerical procedure and the code of Gavrilakis
et al.[17] modified by Lam and Banerjgdd.6] was used to solve
She continuity and momentum equations. The code was later up-
graded with energy equatiofTiselj et al. [9]). For the present
study, the code was modified with subroutines for calculation of
V-ut=0 (1) the convection velocities; this modification did not significantly
enlarge the CPU time consumption but increased the required

b)

velocity u.=\7,/p, and the friction temperatureT,
=0dw/(u,pCp), the shear stress is defined gs= — u(du/dy),,,
gw is the constant mean wall heat flyxis the densityc, is the
specific heat,u is the dynamic viscosity, such scaling can b
found in the papers of Kasa§i4] or Kawamura[5]. Then the
nondimensional equations are given as

_ T S physical memory of the computer, as several instantaneous fields
T V-(utu)+ Re,v Vp+l @) were kept in the memory.
In the present study calculations were carried out for. Re
a0 1 uy =171 in the computational box of 214871x537 wall unitgin

= VUt + PrV29++ o (3) thex, y and z-direction, respectively Three different grids 128
T B X65X64, 200x129x%128, and 256x129x128, were used for the
The terml, (unit vector in streamwise directiprin Eq. (2) Prandtl numbers Pr1, Pr=5.4, and Pr=>54, respectively.
comes from the constant pressure gradient that drives the flow and’he time step for the RPrl simulation was 0.051214/u§ and

p represents only the fluctuating part of the pressure. The tefiihe step of other two runs was 0.02562:2. The turbulence
uy/ug in energy Eq.(3) is a compensating term that takes intacharacteristics were calculated as an average over time intervals
account linear increase of the mean temperature in the streamv§$e4 and 2562/u? at Pr=1 and Pr>1, respectively. It took a
direction, with instantaneous streamwise component of the velggnger time interval to obtain statistical steady-state solutions at
ity uy , and the mean bulk velocityg . Pr is the Prandtl number, Pr=54 than at Pr=5.4 and Pr=1. This can be explained by the
Re,=u,h/v is the friction Reynolds number. lower convection velocities in the high Prandtl number turbulent
Dimensionless wall temperature difference is defined d®w (see section on results and discusgion
07 (x,y,z,t) =[{T,)—T(X,y,z,t)1/T,, with (T, temperature of  The resolution for P1 and Pr=5.4 runs was fine enough to
the wall averaged over the tim&(x,y,z,t) is the fluid tempera- describe both cases as “Direct Numerical Simulations”, i.e., all
ture, X, y, z are coordinates in the streamwise, wall-normal anspatial and temporal scales were resolved in these o@ses
spanwise direction, respectively. [5,9,14]for details on the appropriate resolution at given Pr num-
Boundary conditions for the velocity components on the toper). The resolution of the third run at54 was sufficient for
free surface, parallel to the wall adu/dz=0 anddw/dz=0, DNS of the velocity field, but insufficient for the DNS of the
while the wall-normal velocity i® fee surfacs 0- It should be noted thermal field. Numerical simulation of turbulent heat transfer at
that velocity boundary condition at the free surface does not takiggh Prandtl numbers requires higher resolution due to the small-
into account the surface waves. Experiments by Hetsroni et akt temperature scales that are inversely proportiongPio In
[15]and DNS simulations of Lam and Banerjelé] showed that numerical simulations the velocity field and temperature field at
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Fig. 2 Fractional contribution of the wall-normal heat flux from each quadrant, —(6*u*);/0*u*: (a) Pr=1, and (b) Pr=54 (solid
lines, closed symbols—isothermal wall boundary condition (H1), dashed lines, open symbols—isoflux wall boundary condition

(H2))

Pr=1 and Pr=5.4 were described by the accuracy of DNS, and Bo Results
models for “turbulent viscosity” were needed. The simulation at )
Pr=54 was performed with DNS resolution for the velocity field Turbulent Heat Flux. Figures 1(a,b)show the turbulent
and with under-resolved DNS for the temperature field. Such agireamwisepu™, and wall-normalg*v ™", heat flux for Pr=>54,

proach is not as accurate as DNS but was found to be very actgspectively. For Pr=54 our calculation of streamwise and wall-

rate in the study performed at #5.4 by Bergant et al[18], normal heat flux agree well with the result of Dong et[al} for

where DNS results at Pr=5.4 were compared with results of v&c=50. The data shown in Figs. 1(a\vere compared with the
locity DNS and temperature under-resolved DNS. results of turbulent heat flux for Prl and Pr=5.4 presented by

The space-time correlations were used to determine convectipgeli et al.[9]. For both streamwise, and wall-normal, turbulent
velocities. In the present work the convection velocity was detef€at fluxes with H1 and H2 wall boundary conditions, the peak

mined asU* = Ax /At*. Here, A, is the streamwise Separa_value shifts to lower values of" with increasing Prandtl number.

tion for which the space-time correlation coefficient is maximurH
for given time delayAt*. It should be noted that convectionb
velocity derived from this assumption implies a frozen convectefr
pattern. We assumed that the change in the turbulence ther @ﬁ
field between two calculated points is statistically independent a0

. > ; . X onin and Yaglom) 19]:
instantaneous temperature fluctuation at the first point. Time delay

for the temperature field was chosen according to the Prandtl Otutocy™2 7
number. According to Kim and Hussajidl] for convection ve-
locity of the velocity fluctuations the time delayt™=18 was 0 vTocy*3 (8)

The fluctuating components of the turbulent heat flux are quite
ifferent for H1 and H2 thermal wall boundary condition. It may
seen from Figs. 1(a,kthat close to the wall the turbulent
amwise and spanwise heat flux under the isothermal wall
ndary condition H1 may be expressed in the following form

used. This value was also chosen to calculate convection veloc-'ftp{e isoflux turbulent heat flux H2 may be expressed as Kong

of temperature fluctuation for Prl. For the computation of the 4 al.[8]:
propagation velocity of the temperature fluctuation for=Br4
and Pr=54 we have useit* =10.248. 6 utecy® 9)
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Fig. 2 (continued)

_9+v+o<y+2 (10) of deceleratedand therefore more heatetiquid from the wall
into the main flow and inrushes of the liquid with a higher veloc-
Quadrant Analysis. Depending on the signs of the fluctua-ity (cooler)to the wall.

tions the instantaneous values-e{6"v ") get to one of the four . L
(070 ); 96 Convection Velocities in a Turbulent Boundary Layer. The

; + .+ + +
quadrantsj, on the planes—(e_ v )i /(07 .) versusy *. Some convection velocities of temperature fluctuations along the chan-
of these quadrants characterize the seemingly ordered heat tran?-U+ are shown in Figs. 3t) for two thermal

.
fer in the flow. So quadrant 1 contains values of prod#ct(*) o ~cT andu

cq?
characterizing the motion of decelerated, and, therefore, hot@undary conditions: isothermal wall, H1, gnd isoflux wall, '._'2‘
L . 7 with Prandtl number 1, 5.4 and 54, respectively. For comparison,
liquid from the wall. Quadrant 3 contains the produét™ (") ¢ t . t of th " locity of th _
characterizing the inrushes of cold high momentum fluid to tth, S reamwnsg com+por1en orthe convection ve OC'Y ortne ve
wall. A quadrant analysis was performed to investigate the cohdf€ity perturbationU¢,, is plotted. The results of behavior B,

ence between the velocity and temperature fluctuations. Figuf@ee quantitatively quite well with data obtained by Kim and
2(a,b) show the fractional contributions; (67 v *); 16707, Hussain[11]. Figure 3(a)shows that for Pr=1 in the outer region
from four quadrants to the total wall-normal heat flux. For=Rr Of the boundary layery™>15, the convection velocities of the
the results agree well with those reported by Kong eff8jl.In the  velocity and the temperature perturbation are about the same and
range of Prandtl number from 1 to 54 the events in the first quaiticrease with an increase yr". Near the wall, however, all con-
rant (v " >0,0">0) and third quadrani(" <0,6" <0) are domi- vection velocities do not change @t <1. In Fig. 3(a)we may

nant away from the wall. The events in the second quadraht ( see that in this region the convection velocity for isothermal wall,
>0,0"<0) and in the fourth quadrant ( <0,6">0) are domi- U7, is approximately 10.2, i.e., very close to the convection

nant near the wall. For Pr=1 angl">15, the profiles of the yejacity of the velocity perturbationt) . For isoflux wallU / is

fractional contribution for the isothermal wall are almost the sam _ + .
as for isoflux wall. The location at which the fractional con’[ribu-aenoUt 8.1, which is well below.,. Figures 3(bjand 3(c)show

tions are the same at isothermal and isoflux boundary conditionc@nVection velocities for Pr5.4 and Pr=54, respectively. For

abouty™ =5 for Pr=54. Close to the wall the peak of wall-normaf’ " =24 the results agree well with those found by Kowalewski
heat flux takes place in the events of velocity and temperatfb@l-[13]- Figures 3(ac) indicate that in the range Pil—54 the
fluctuations have different sigriguadrants 2 and)4In the prox- convection Ve|OCit)U:T>U:q. Close to the wall both convection
imity of the wall the maximum values of wall-normal heat flux arevelocities decrease with an increase in the Prandtl number, i.e.
due to “ordered” heat transfer mechanisms. It includes the motiatale dependence becomes significantly important. It appears rea-
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Fig. 3 Convection velocities of the streamwise component of
velocity fluctuation, u, convection velocities of temperature
fluctuation at isothermal wall boundary condition, T, , and con-
vection velocities of temperature fluctuation at isoflux wall
boundary condition, gq,: (a) Pr=1, (b) Pr=5.4, and (c) Pr=54

uctiucyt

100

Pr

Fig. 4 Dependence of convection velocities of temperature
fluctuation on Prandtl number

Ugq=Ua/Pr (12)

4 Conclusions

The distance of the near-wall regioyj,,, at which the coeffi-
cient of turbulent thermal diffusivity for the isothermal and isoflux
BC is proportional toy "3 andy 2, respectively, depends on the
Prandtl number. At a given Prandtl number the distancggffor
isoflux wall boundary condition is shorter than that for isothermal
BC. For isothermal as well as for isoflux wall boundary condition
the value ofy;,, decreases with an increase in the Prandtl number
from Pr=1 to Pe54.

Close to the wally* <2, both convection velocities at isother-
mal, H1 and isoflux, H2, wall boundary conditions decrease with
an increase in the Prandtl number, i.e., scale dependence becomes
significantly important. It appears reasonable to assume that this
scale dependence is responsible for turbulent eddy conductivity
and the statistics of the temperature fields.

The thickness of the turbulent laygi <2, at which the con-
vection velocities for both isothermal and isoflux wall boundary
condition are nearly constant, does not depend on the Prandtl
number. This implies that it is not useful to connect a particular
type of structure to the distance with a constant convection veloc-
ity. As the structure evolves and increases in size, it picks up
momentum from the large-scale motion. Hence, in the outer layer,
the average convection velocity of the temperature fluctuations
tends toward that of velocity fluctuations. In the region<2 the
relation of convection velocity of temperature fluctuation to that
of velocity fluctuation may be expressed dg;=U_/Pr'® and
U q=U./Pr for isothermal and isoflux wall boundary condi-
tion, respectively.
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Pr = Prandtl number
Re.=uh/v = Reynolds number
s=0w/u,pc, = friction temperature

c, = specific heat

h = height of the flume
gy = heat flux

p = pressure

t = time
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An Experimenta| Correlation for ies on the optimization of the spacing between two vertical flat

plates subjected to free convection cooling also did attract atten-

Combined Convection and Radiation tion of heat transfer researchdi-12.

i However, results pertaining to analysis comprising of combined
Between Parallel Vertical Plates free convection and surface radiation are relatively new but for

Carpenter et al.13] who presented results of numerical study of
A. S. Krishnan this problem. The conjugate nature of such problems was dealt in
depth in experimental investigations by Rammohan Rao and Ven-
kateshari14]for fins and fin assembly and by Balaji and Venkate-
shan[15], who presented numerical results for open cavities.

Research Scholar

C. Balaji From the review of the pertinent literature presented above, it
Associate Professor can be inferred that studies of natural convection in the vertical
channel geometry has received considerable attention. In spite of
S. P. Venkateshah this, therc_e (_exists scope for further investig_ation of heat transf_er
characteristics for this kind of geometry. As in most of the experi-
Professor mental studies on natural convection heat transfer between verti-
Heat Transfer and Thermal Power Laboratory, cal parallel plates, radiation effects have been either nullified by
Department of Mechanical Engineering, techniques such as mass transfer measurement or accounted for as
Indian Institute of Technology Madras, stray losses. Th_e significance of radiation and its inte_raction with
Chennai, India natural convection has not been brought out. In addition, an ex-

pression for the maximum temperature of the plate dissipating
heat, as a function of pertinent quantities, is not available.

In this paper, an attempt has been made to develop a correlation
for the maximum temperature excess of the hot plate in terms of
Results of an experimental study of natural convection and suihe total heat flux, the aspect ratio, and the emissivity of the cen-
face radiation between three parallel vertical plates, symmetriral and the side plates, all in dimensionless form. This has been
cally spaced, with air as the intervening medium are presentedione for the case of symmetrically spaced and asymmetrically
The analysis consists of heating the central plate at different leheated vertical parallel plates, cooled by surface radiation and free
els and recording the temperatures of both the central and the sidenvection, in ambient air.
plates at steady state conditions. Based on the measurements, a
correlation for the maximum temperature excess of the “hot” platExperimental Methodology
in terms of the emissivity of the central and the side plates, the
aspect ratio, and the dimensionless total heat flux is given, valid The experimental arrangement has been dealt with in detail in
for a range of emissivity 0.65¢., £,=0.85, aspect ratio 2.38 Ref.[16]. However, for the sake of completeness a brief descrip-
<A<17, and total heat flux 32q=<1590W/m?. Through this, tion of the same is given. Figure 1 shows a schematic of the end
the heat transfer enhancement due to radiation has been siyew of the experimental apparatus. It comprises three vertical

cinctly brought out. [DOI: 10.1115/1.1795245 parallel plates, a central plate, which is heated by a stabilized
alternating current power input, and two side plates, one on each
side spaced symmetrically on each side of the central plate. The
emissivity of the central and the side plates are varied by polish-
ing or having a coat of paint. The side plates are insulated at the
back using a nonrubberized cork of thickness 1 in. to simulate
adiabatic conditions. The side plates being adiabatic give the most
conservative estimate of the heat transfer from the system, as it
Introduction gives the “worst-case scenario” for the maximum temperature.
Natural convection in parallel plate channels occurs in applic -Ee emissivity '? fsttlrr]nated tbylthf tmemod described cljn' Bfﬂ th
tions such as cooling of electronic equipment and fin-tube base.c POWer 'ané ﬁ € centra pafeh € spaclzlngdanh |n_durn| €
board heaters, transformers, and power supplies, with the cgypect ratio and the emissivities of the central and the side plates

straints normally being the space and the temperature, for a gi\%rﬁ the parameters. The range of parameters for which the mea-
rements have been carried out are given in Table 1. The mea-

heat duty. The usefulness can be attributed to the simplicity, 2610 ement of temperatures are done at steady-state conditions using

. . S

maintenance, and reliability. In most cases, such systems canﬁg P X

approximated to be symmetrically or asymmetrically heated wi _|b_r_ated K" type thermoc_ouple_s anq reg:orded using a data ac-
uisition system. The nondimensionalization of the required vari-

an isoflux or isothermal boundary together with an adiabat] les are done as follows:
boundary condition for the adjacent plate. Even so, such an ap- :

e-mail: spv@iitm.ac.in

Keywords: Multi-Mode Heat Transfer, Vertical Plates

proximation yields results that are accurate within the limits of q=0Q/a, (1)
acceptability from an engineering standpoint. .
The classical problem of free convection between vertical flat q*=Ba/kT.., (2)

surfaces has been a field of interest since the 1940s when Elen- A=B/S @)
baag[1] reported experimental and theoretical analysis on natural '

convection between isothermal parallel plates and presented an Omax=ATmax! T - (4)
optimization based on maximum heat transfer rate for different

plate dimensions, spacing between the plates and the inclinatResults and Discussion

angle. Following him many researchd&-6] have done experi-
mental and theoretical studies for a wide range of parameters

gor applications, where a given amount of heat needs to be
presented relevant correlations. Experimental and analytical st%{]ﬂiﬁ

sipated for given geometrical dimensions, and the surface con-
ons, viz., the emissivities, although generally not considered, a
“Tautor o whom corespondence should be addressed correlation for the maximum temperature qf the_z hot plate _in terms
Contributed by the Heat Transfer Division for publicati.on in tH@UBNAL OF of the relevant parameters would be of SIQUIflcant pracycal u_se.
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 29,Such an attempt has been made. A correlation for the dimension-
2004; revision received March 17, 2004. Associate Editor: S. Thynell. less maximum temperature excess of the hot plate, in terms of the

Journal of Heat Transfer Copyright © 2004 by ASME OCTOBER 2004, Vol. 126 / 849

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



400 0.5
i +10%0-)
2
0.4 ST
2 10%
< .
2 o0af oo ©
g | g '
o |1 8
% 02}
£
[«p)
0.1} {
ermx=0~0343(1 +8C)~0,484(1 +85)-0.184A0.08q*0841
R’=0.996
1
0'0 1 1 'l L
8 0.0 0.1 0.2 0.3 0.4 0.5
0,2« (data)

1 - Hylam structures, 2 - Teflon rod, 3 - Perspex
frame, 4 - metal strip, 5 - non rubberized cork
(25.4mm thick), 6 - aluminium side plate (3mm),
7 - aluminium central plate (6mm), 8 - Perspex

Fig. 2 Parity plot showing agreement of 6,5, obtained by cor-
relation with those obtained by measurements

stands
(All dimensions are in mm) be more than what is given by E(p). A parity plot of such a
maximum and the measured values are shown in Fig. 3. This
Fig. 1 End view of the experimental arrangement clearly establishes that the dimensionless temperature could be

reduced by as much as 60% because of radiation heat transfer. An
error analysis was carried out based on DoebEli8] and the
ncertainty in the estimation of the nondimensional temperature

total heat flux in nondimensional form, aspect ratio, and the emis
P xgess was found to be less than 1%.

sivity of the central and the side plates has been developed anf

as follows: .
Conclusions

_ -0.48 —0.184p 0.08x 0.841
Omax=0.03431+2.) {1+ey) A% O An experimental study of free convection and surface radiation
The above equation is based on 308 data, and has a correlabetween vertical parallel plates with the central plate heated and
coefficient of 0.998 and a rms error of 0.009. It is to be noted thttte side plates unheated for symmetrical spacing has been pre-
the right-hand side of the E@5) does contain the ambient tem-sented. A correlation for the dimensionless maximum temperature
perature in an implicit manner in the dimensionless heat flux term.
From Eq.(5), it is clear that the emissivity of the central plate has

a stronger effect o, than the emissivity of the side plates,. 0.6
Besides, as expected,,,, decreases with both, andes. The
(1+e¢) form is to take care of the pure natural convection asym| Parity line
tote to the problem, which anyway is very hard to realize. This 05}
a consequence of the fact that emissivity is nonzero for any cc )
ceivable surfacef,. is also a strong, monotonic function qf , 4
the exponent being close to unity. The aspect ratio has a finite | i 6 ° o

. . . . 0.4 om, &P
mild effect of increasing th&,,, suggesting that low aspect_._ >
ratios are better. © .0 &686%

Figure 2 shows the parity plot between the measured values f.g o 0, ©
that obtained from the correlation and it may be seen that there=, 0.3 [ o o2 o
an excellent fit between the correlation and the data without a & B o -40%
bias. <D @?@0

For an ideal case wherein the emissivities are forced to zero, f 0.2t
value of the dimensionless temperature excess of the hot plate \ 2

0.1
Table 1 Range of parameters
'I:Iate (gim?_nzion(;all in mm) 2520§>)< 11570;;3 0.0 L . ) 1 N
Eﬁ‘;ﬁ%eﬁg’?ﬂnmw) | 85 592 00 01 02 03 04 05 0.6
e o e P g Oy (radiation = 0)
Prandtl number Pr 0.707
Dimensionless heat flug* 0.6-25.6  Fig. 3 Parity plot between measured 6., and 6, from cor-
relation for €., €,=0
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excess of the hot plate in terms of the emissivities, aspect ratio2] Bodoia, J. R., and Osterle, J. F.,H1962, “The Development of Free Convection
and the dimensionless heat flux has been developed. This is ex, Between Heated Vertical Plates,” ASME J. Heat Transgék, pp. 40—44.
. . X @] Aung, W., Fletcher, L. S., and Sernas, V., 1972, “Developing Laminar Free
peCt_ed to _be useful f_rom an engmgerlng star_1dp0|n_t. The analy3| Convection Between Vertical Flat Plates With Asymmetric Heating,” Int. J.
has intentionally avoided the traditional nondimensional numbers Heat Mass Transfed5, pp. 2293—2307.
and splitting up of the energy dissipated into convective and the4] Sparrow, E. M., and Bahrami, P. A., 1975, “Experiments on Natural Convec-
radiative Components and has instead set forth through an appro- tion From Vertical Parallel Plates With Either Open or Closed Edges,” ASME
priate nondimensionalization, a result that could be readily used,_, J; Heat Transferl02, pp. 221-227.
A ! [5] wirtz, R. A., and Stutzman, R. J., 1982, “Experiments on Free Convection
The _ef'_fect of rad|at|on.he_15 been brought out through_ a novel plot, Between Vertical Plates With Symmetric Heating,” ASME J. Heat Transfer,
and it is seen that radiation reduces the nondimensional tempera- 104, pp. 501-507.
ture excess of the hot plate by as much as 60%. In a typical cask] Sparrow, E. M., and Azevedo, L. F., 1985, “Vertical Channel Natural Convec-
— H tion Spanning Between the Fully-Developed Limit and the Single-Plate
of g . 0.5 kw/nf, spaclng between the. plat€s=0.04m and an Boundgry-La)?er Limit,” Int. J. HeatyMass Trgnsfé’r& pp. 1847—1857.g
ambient temperatur'éx—SOS K, the maximum temperatu_re Qf_the_ [7] Levy, E. K., 1971, “Optimum Plate Spacings for Laminar Free Convection
hot plate reduced from 374 K to 351 K, when the emissivity iS  Heat Transfer From Parallel Vertical Isothermal Flat Plates,” ASME J. Heat
increased from 0.05 to 0.85, symmetrically for both the central as  Transfer,93, pp. 463-465.
well as the side p|ates' for a p|ate he|ght of 0.15 m. [8] Levy, E. K., Eichen, P. A, Cintani, W. R., and Shaw, R. R., 1975, “Optimum
Plate Spacings for Vertical Isothermal Flat Plates: Experimental Verification,”
ASME J. Heat Transfe®Q7, pp. 474—-476.
Nomenclature [9] Bar-Cohen, A., and Rohsenow, W. M., 1984, “Thermally Optimum Spacing of
a = Total surface area of the central p|am2) Vertical, Natural Convection Cooled Parallel Plates,” ASME J. Heat Transfer,

= i 106, pp. 116-123.
A ASpeCt ratioB/S [10] Bejan, A., 1995Convection Heat Transfe2nd ed., Wiley, New York.

B = Height of the plaFG(.m) . [11] Morrone, B., Campo, A., and Manca, O., 1997, “Optimum Plate Separation in
ki = Thermal conductivity of the fluidW/m K) Vertical-Parallel Plate Channels for Natural Convective Flows Incorporation of
L. = Characteristic lengtim) Large Spaces at Channel Extremes,” Int. J. Heat Mass Trad&fepp. 993—

Q = Total heat to be dissipatediV) [12] éO(,’O- A 20005h 4 Structure. from Engineering to NatGambrid

_ 2 ejan, A., ape and Structure, from Engineering to ambridge

S thal he_at ﬂux(W/m ) University Press, Cambridge, U.K.
q° = DlmepS|0nIess total heat fluy/(k;T../B) [13] Carpenter, J. R., Briggs, D. G., and Sernas, V., 1976, “Combined Radiation

S = Spacing between the platés) and Developing Laminar Free Convection Between Vertical Flat Plates With

Th,max = Maximum temperature of the hot platk) Asymmetric Heating,” ASME J. Heat Transfed8, pp. 95-100.

[14] Rammohan Rao, V., and Venkateshan, S. P., 1992, “Experimental Study of

T. = Ambient temperaturéK) Free Convection and Radiation in Horizontal Fin Arrays,” Int. J. Heat Mass

ATyax = Maximum temperature excess of the hot plate with Transfer,39, pp. 779—789.
respect to ambienty, na— T, (K) [15] Balaji, C., and Venkateshan, S. P., 1994, “Interaction of Surface Radiation
e. = Total hemispherical emissivity of the central plate With Free Convection in an Open Cavity,” Int. J. Heat Fluid Fldi@, pp.
e, = Total hemispherical emissivity of the side plates 317-324.

_ _ 8 2,4 [16] Krishnan, A. S., Premachandran, B., Balaji, C., and Venkateshan, S. P., “Com-
o = Stefan-Boltzmann constant, 56720 ° W/m* K bined Experimental and Numerical Approaches to Multi-Mode Heat Transfer

Omax = Dimensionless temperature excess of the hot plate, in Vertical Parallel Plates,” Experimental Thermal Fluid Scierttebe pub-
AT ad T lished).
[17] Krishnan, A. S., Balaji, C., and Venkateshan, S. P., 2003, “A Synergistic Ap-
proach to Parameter Estimation in Multi-Mode Heat Transfer,” Int. Commun.
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Feasibi“ty of H|gh Speed Furnace the glass, is studied. Thus, a complex thermal analysis, involving

. . . conduction, convection, and radiation heat transfer, is necessary to
Drawmg of Optlcal Fibers simulate this process. The transport in the two regions is solved to
obtain the temperature, velocity, tension, and defect distribution in
the glass. The zonal method is used to model the radiative heat

Xu Cheng transfer in the glass, using the available radiative properties of
glass[5-7]. The neck-down profile of the preform is iteratively

Yogesh Jaluria determined by a force balance at the free-surface interface. It has

Fellow ASME been seen in practical fiber drawing that only certain combinations

of furnace temperature and draw speed result in feasible fiber
drawing[8,9]. The length of the heated zone can also be varied to
obtain a feasible process. Thus, a feasible or acceptable design of
Department of Mechanical and Aerospace Engineering, a fiber-drawing system can be determined from the numerical
Rutgers, The State University of New Jersey, simulation of the process. _
Piscataway, NJ 08854 The complexity of the physical processes and the exponential
variation of glass viscosity with temperature make it difficult to
achieve iterative convergence. Thus, several improvements are
) ) - ) ) ) ~necessary in existing numerical methods in order investigate con-
The domain of operating conditions, in which the optical fibelyergence and locate the boundary of the feasible drawing domain.
drawing process is successful, is an important consideration. Sughrough numerical experiments, it is possible to determine the
a domain is mainly determined by the stresses acting on the fig§minating factors that affect the feasibility of the process and
and by the stability of the process. This paper considers an elggat may lead to rupture of the fiber. The numerical results must
trical resistance furnace for fiber drawing and examines condjiso be considered in terms of the underlying physical mecha-
tions for process feasibility. In actual practice, it is known thahisms. All these considerations indicate the importance of inves-

only certain ranges of furnace temperature and draw speed leggating the phenomena close to the boundary of the feasible
to successful fiber drawing. The results obtained here show th@main.

the length of the heated zone and the furnace temperature distri-

bution are other important parameters that can be varied to obAnalytical and Numerical Modeling
tain a feasible process. Physical behavior close to the boundary ofT
the feasible domain is also studied. It is found that the iterativ
scheme for neck-down profile determination diverges rapid

e-mail: jaluria@jove.rutgers.edu

he transport phenomena in a cylindrical graphite furnace are
ﬁvestigated for high-speed optical fiber drawing. A conjugate

hen the d i ture is | than that at th i roblem involving the glass and the purge gases is considered.
when the draw temperature is lower than that at the acceplabye, ina flow is assumed due to the high viscosity of glass and the
domain boundary due to the lack of material flow. However, tl}

divergence rate becomes much smaller as the tem erature?,' ical low velocities of the gas flow. The transport in the two
bro ght close to the domain boundary. Additional inforrgation oré ions is coupled through the boundary conditions at the free
ug u v Burface. Thus, coupled conduction, convection, and radiation heat

the profile determination as one approaches the acceptable €9i@hnsfer mechanisms are involved in the analysis. Several earlier

is obtained. It is found that it is computationally expensive andl o ' have presented the analysis and the numerical scheme
time-consuming to locate the exact boundary of the feasible draj -1 and only a few important aspects are included here for

ing domain. From the results obtained, along with practical conc . eteness. For further details, these references may be
siderations of material rupture, defect concentration, and flo onsulted

instability, an optimum design of a fiber-drawing system can be The : ; . ) -
. ' . : governing equations for axisymmetric conditions, devel-
obtained for the best fiber quality]DOI: 10.1115/1.1795246 oped in cylindrical coordinates for both the glass and the purge

gas, are given as8]

) v N 1 9(ru) o 1
Introduction =257 =0 1)

One of the most widely used methods to draw optical fibers
involves continuously feeding a specially fabricated silica glass s, 2 +-2
preform into a cylindrical heating furnace, heating the glass above ot ar Jz padz roar
its softening point of around 1900 K, and pulling it into a fiber of
diameter around 12am [1]. As the preform proceeds through the +2i V(&_v)

ar
au  du 1dp 2(7( 8u> J

Jdv Jdv dv lop 19 dv du
=——— | —+—
ar  odz

: @

o

down” region, as shown in Fig. 1. The neck-down profile strongly
depends on the fiber-drawing conditions and significantly impacts’ T = - +22
the diameter uniformity, strength, and transmission loss of opticait ar iz par roar
fibers[2,3].

The domain of operating conditions, in which a successful fiber @ ©)
drawing is obtained, is important from both practical and basic re”
considerations. This domain is largely determined by stresses,
which may rupture the fiber, and by the stability of the processc (ﬂﬂjﬂﬂ} ﬂ) _ li( rK _T) n i( Kﬂ) +O+S
[2,4]. This paper presents an analytical and numerical study 'to P\ at ar az) r or dz\  dz '
investigate the feasible domain in a fiber-drawing system. A cy- 4)
lindrical resistance graphite furnace, containing a low-speed aWhere, the viscous dissipation terd, is given by
ing argon flow, is chosen. The inert gas flow in the furnace cavity

au)z (u)2 (&U)Z (au 81))2]
—| + (=] +|=] [+ + . 5)
ar r Jz

keeps the graphite heating element from oxidation. Transport in D=yl 2
the glass and the inert gas, considering a free surface boundary for TH 9z | 9z

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF Here,S,_ IS. the radiative source term. The viscous d|SS|pat|0n and
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 4, 2004'§he_r"=_ldIatlve source terms are only kept for the glass flow due to
revision received June 10, 2004. Associate Editor: B. Farouk. their |mp0rtance.

heating zone, it narrows down sharply and yields the “neck- Jz
rv—|+—
Yor| T oz

_— —
ar  odz
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LS. Ty down profile with the zonal method. This strategy is based on the
prefmn\z,—F—/ “4 I observation that the difference between the results obtained by
lvﬂ* L, using the optically thick approximation and by the zonal method
is moderate. Using this initial profile and the corresponding results
— on the velocity and temperature distributions as the starting point,
e a—— calculations are carried out, while the profile is kept unchanged,
till iterative convergence is achieved. This is indicated by changes
. in the variables becoming less than a chosen convergence crite-
.‘égé‘;“g L rion, which is itself varied to ensure negligible dependence of the
Tt + convection! Re results on the chosen criterion. The force balance is then used to
P L correct the profile and the process is repeated until the profile does
not change from one correction to the next. The neck-down profile
is corrected every 4000 iterative steps of temperature and velocity
v, calculations, in order to reduce the CPU time. Thus, each correc-
tion in the neck-down profile involves substantial computational
fiber] effort.
— After a corrected profile has been obtained, the numerical grids
for both the radiation analysis and for the transport equations are
I readjusted, and the view factors and direct exchange areas are
£

fumace,

Va

I
|

recalculated. Eventually, steady-state conditions are reached, as
indicated by chosen convergence criteria applied to the profile and
calculated velocity and temperature distributions. After the neck-
Fig. 1 Sketch of the furnace in a typical optical fiber manufac- down profile is generated, the temperature and flow fields corre-
turing system sponding to the profile are calculated. Numerical experiments are
necessary to obtain the optimum discretization schemes. A de-
tailed grid refinement study was carried out and a*X849 grid
The material properties, particularly glass viscosity, are tenn the radial and axial directions was found to be satisfactory for
perature dependent. Glass is a supercooled liquid at room tettme flow at high draw speeds, though a much cruder mesh was
perature and its viscosity varies almost exponentially with tenfieund to be adequate for the radiation modeling. The convergence
perature. Even a change of a few degrees in temperature in thi¢eria were also varied to ensure that the results were indepen-
vicinity of the softening pointT,,, can cause substantial changeslent of the values chosen.
in viscosity and thus in the flow field and the transport. An equa-
tion based on the curve fit of available data for kinematic viscosity
v is written for fused silica, in S.I. units, as Results and Discussion

(6) Feasible Domain. A parametric study is carried out to iden-
' tify feasible combinations of parameters during fiber drawing. Un-

indicating the strong, exponential, variation:ofvith temperature. less |nd|cated. otherwise, the fiber diameter is taken as @5 .
ne preform diameter as 5 cm and the furnace length as ranging

A band model is used for approximating the radiative absorptic# h . -
coefficient of glasd{5-7]. Thus, the equations are coupled el oM 2510 30 cm. It is found that for given pr_eform and _flbe_r
cause of property variation and viscous dissipation. For the Coq#_am_e_ters, the fiber cannot be drawn at any arbitrary combination
critical drawing parameters. For example, if the furnace tem-

venient implementation of the finite-difference method, the flo rature. as the onlv adiustable parmeter. is not hiah enoudah. the
domains for the glass and purge gas are transformed into cylin??— ’ y ad] P ’ 9 an,

Tm
v=4545.45 exp32 ——1

cal ones[4]. The boundary conditions for a free surface, arisin erative process shows a break in the fiber due to viscous rupture

from a force balance, are employed here at the interface betw sed by lack of materigl floji3]. This is first indicated by .the
the glass and the purge gas. A more detailed discussion about' [vergence of the numerical correction scheme for the profile and

governing equations and the boundary conditions can be foundJn SN _conflrmed by excessive tension in the fiber. S'm'l"’.‘rly’ Itis
Refs.[8—11] etermined that, for a given furnace temperature, there is a limit

Draw tension, which is crucial to fiber quality and process fe n the speed beyond Whlch_dra_wmg is not possible, as thls_leads
sibility, is determined by considering the contribution of the visl0 fupture. Thus, as shown in Fig. 2, for preform and fiber diam-
cous force, surface tension, inertia force, and gravity, resulting fic'>. of 2.52 cm and 11@m, respectively, a region in which
the equation rawing is feasple can be |denj[|f|ed. Beyond the.bou_nd_arles of
this region, drawing is not possible. The dashed line indicates a
L , du L , curve fit to the points where divergence is first observed as the
R UEdZ_Wng R°dz,  fiber velocity is increased at a given furnace temperature. For the
z domain in which the drawing process is feasible, the draw tension
7 is calculated. The “isotension” contours are shown in the figure.
where the forces acting at a horizontal cross section of thes expected, the draw tensidim grams)is small at higher tem-
preform/fiber are considered to determine the vertical force baderatures and lower speeds, which explains the positive slope of
ance. A low value of the tension is desirable from fiber qualitthe isotension contours. Similar plots were obtained for other op-
considerations and a large value could result in viscous ruptureesfiting conditions.
the fiber[12], as mentioned earlier and discussed later. Similarly, different combinations of other physical and process
The radiation transfer is a volume phenomenon in semitrangriables, such as the inert gas flow velocity, furnace wall tem-
parent glass and the zonal model is used to compute the radiafpezature distribution, furnace length and diameter, and preform
source term. Details of the method and the radiative propertiasd fiber diameters, may be considered to determine the feasibility
used are given in Ref7]. In order to avoid computation of the of the process. Attempts have been made here to identify the
direct exchange areas every time the neck-down profile is caembination of heat-zone length, furnace temperature distribution,
rected, since this is very time-consuming, the optically thick agnd draw speed for which fibers of a given size can be drawn from
proximation is first used to generate the neck-down profile. Thepreforms of specified diameter. Two typical temperature distribu-
this profile is used as the initial guess to generate the final nedlons inside the draw furnace, parabolic, and Gaussian profiles, are

Fr=3m Rza—u+7-rR2§H+Tr
T M 9z P

z
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examined separately. The minimum temperature in the distribu-
tion is kept fixed, and the maximum temperature is varied and
referred to as the furnace or draw temperature.

Fiber drawing for a parabolic temperature profile, as shown Fig.
3, is first studied. Both feasible and infeasible cases are shown in
Fig. 4. A feasible region can be easily identified based on a com-
bination of heat-zone length, draw temperature, and draw speed,
beyond which the fiber drawing becomes impossible. Clearly, the
maximum draw speed at a given maximum furnace temperature
could be restricted by the heating-zone length inside the furnace
due to the requirement that the temperature in the neck-down
region must exceed the softening temperature. Similarly, at a
given draw speed, a longer heat zone would allow lower furnace
temperature to heat the glass up to the softening point. The latter
is a better alternative, since higher temperatures lead to higher
concentration of defects and shorter lifespan of a graphite furnace
[14]. It is also found from the numerical results on tension that the
lower bound of temperature and the upper bound of draw speed
are all regulated by viscous rupture, which is a direct result of
high draw tension.

A Gaussian temperature distribution is next investigated to ob-
tain the feasible domain. The temperature distribution employed is
the one obtained experimentally on an available graphite furnace
[15]. The profile has a Gaussian distribution in the middle portion,
but has essentially room temperature at the two ends due to water
cooling at the ends of the heated zone. This is quite typical of
practical furnaces. Either a combination of the furnace length and
the draw speed, or of the furnace length and the draw temperature,
can be considered to determine feasible parameters for fiber draw-
ing. Figure 5 shows the minimum draw temperatures possible for
various heat-zone dimensions, at different draw speeds. Compared
to the results in Fig. 4, it is obvious that the feasible domain
boundary is quite different due to the changes in the temperature
distribution. It is also interesting to see that the boundary of the
feasible domain shifts noticeably to the top right when draw speed
increases. It indicates that either a higher draw temperature or a
longer residence time is needed to make fiber drawing possible at
higher draw speeds.

For a realistic fiber-drawing operation, these results are very
important, since the parameters in a fiber drawing system, such as
draw temperature, draw speed, and heat-zone length, can be iden-
tified so that a fiber of desired diameter can be drawn. The fiber
quality, in terms of defect concentration, can also be brought in as
a consideratiof16,17]. However, it must be pointed out that fiber
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drawing may never reach the boundaries due to the unacceptable
draw tension in practice. Additionally, it is also possible to obtain
similar feasibility results for different combinations of other
physical and process variables. But, furnace temperature, draw
speed, and heat-zone length are investigated here, because these
are the most commonly varied parameters in practical systems.

In real life, there are other considerations that must also be
taken into account to determine optimum drawing condit{dr&g.
For example, a very high furnace temperature, together with a
very low draw speed, could cause very small draw tension due to
the low value of viscosity. The fiber could break into drops be-
cause of the very mobile state of glass and the corresponding
capillary instability[12]. Under these circumstances, the drawing
process also becomes very sensitive to disturbances that are
caused by unexpected variations in the drawing parameters. Simi-
larly, the concentrations of various point defects could be very
high at combinations of high draw speeds and high draw tempera-
tures. This can also lead to unsatisfactory optical fibers. From
these considerations, very high draw speeds or very high draw
temperatures are not very desirable as well, even when drawing is
feasible in terms of the transport process.

Phenomena at Domain Boundary. As the furnace tempera-
ture decreases or as the fiber speed increases, the preform/fiber
temperature inevitably drops below the softening point of the fiber
material and this eventually makes drawing impossible. The be-
havior of numerical convergence and physical characteristics are
of great basic and applied interest when the drawing parameters
are close to the boundary of the feasible domain. On one hand, it
is important to know the dominating factors that eventually cause
the fiber to break. On the other hand, it is interesting to investigate
the characteristics of the numerical algorithm and the iterative
procedure in the search for the boundary of the feasible domain.

One typical case involving the draw temperature variation
across the boundary of the acceptable domain is presented here.
For a 30-cm furnace, the draw temperature is gradually increased,
starting from an infeasible drawing point of 2200 K, and finally
reaching the feasible boundary at 2600 K. This movement is par-
allel to thex axis in Fig. 50). The iterative evolution of neck-
down profiles is compared in Figs. 6 and 7, corresponding to draw
temperatures ranging from 2200 to 2600 K.

Several interesting observations can be seen clearly from these
results. First, when the draw temperature is far below the tempera-
ture at the boundary of the feasible drawing region, the neck-
down profile becomes increasingly flat as the iterations proceed
due to the lack of material flow. To satisfy the boundary condition
of a fixed fiber diameter, it gives rise to an abrupt change in the
fiber profile at the lower end of the furnace. Eventually the nu-
merical procedure diverges, as seen in Figs. 6 aajl. Hlowever,
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Fig. 6 Neck-down profile corrections for infeasible fiber drawing circumstances at a draw speed of 15 m
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the rate of divergence is very different for various draw temper&ibution can alter the feasible domain significantly. The domain
tures. The iteration diverges much faster at lower draw tempei@eundaries are determined by viscous rupture and flow instability.
tures that are far away from the feasible boundary, but it divergesPhysical behavior close to the boundary of a feasible domain is
much more slowly at higher draw temperatures that are closerdlso studied. It is found the iteration diverges more rapidly when
the feasible boundary. As an example, the abrupt change of the draw temperature is lower than that at the boundary of the
profile at 2200 K becomes very obvious after only six neck-dowacceptable domain due to the lack of material flow. However, the
corrections. However, it takes more than eight corrections fdivergence rate becomes much smaller when the temperature gets
2300 K, and more than ten for 2400 K. Since one correction of tlodose to the domain boundary. It is found that it is very expensive,
neck-down profile, using the zonal method, requires an expensecomputationally, to locate the exact boundary of the feasible
4000 iteration steps, the search for the feasible boundary, thedeawing domain. Numerical experiments are used to indicate the
fore, becomes very expensive in terms of computational rdeminant parameters and the convergence characteristics of the
sources. In fact, it takes more than 50,000 iteration steps to detgracess.
mine that the process is infeasible at 2500 K but feasible at
2600 K.

Once the boundary point is reached, experience shows that feknowledgments

convergence of the numerical iteration process could be alternahe authors acknowledge the financial support provided by the
tively determined by the given number of iterations or neck-dowRational Science Foundation, under Grant No. DMI-96-33194,
corrections, instead of by specified values of the convergence pag the computing resources provided by the National Computa-
rameters. From numerical experiments, it is observed that the dignal Science AlliancéNCSA). The partial support by the Center
ference caused by the two control schemes is trivial, especially fgf computational DesigfCCD) at Rutgers University is also

feasible cases far away from the domain boundary. In addition, 4eknowledged. Discussions with Professor C.E. Polymeropoulos
make the computation economic and feasible, each computatiogal gratefully acknowledged.

run is checked to locate the boundary points. Interpolation is in-
evitable for the boundary points, because it is very difficult to
develop practical criteria to determine if the numerical proceddomenclature
will converge before the iteration finally reaches the steady state.

Numerical experiments also indicate that the temperature in the
fiber core below the softening point and the draw tension one
order above the practical threshold of 150 g are two direct indi-
cators that the iteration procedure will eventually diverge. The
imposed draw tension was calculated as a function of furnace
temperature, drav_v_speed, _and heat-zone length. The physmgl phe- R = Radius of preform, fiber, furnace
nomenon is identified as viscous rupture. It means that the viscos- _ - : :
. : L r = Radial coordinate distance
ity of glass material and draw tension increase tremendously and _ P

- ) . S, = Radiative source term

eventually no flow is possible when the temperature is below the _

p = Specific heat at constant pressure

+ = Draw tension

g = Magnitude of gravitational acceleration
H = Mean surface curvature

K = Thermal conductivity

L = Height of furnace; length of fiber

. X - . Time
softening point. Rupture occurs as tension exceeds the VISCOUS 1 _ remperature
strength of the fiber. Tmer = Glass softening point, typically around 1900 K for
silica glass

Conclusions u = Radial velocity
v = Axial velocity

In this paper, the feasible drawing domains are considered un- 7z — Axial coordinate distance
der two typical temperature distributions at the draw furnace War%I%{
It is seen that such domains are the direct results of the combifg ek Symbols
tions of three important operating parameters, namely furnace u = Dynamic viscosity
temperature, draw speed, and heating element length. The results » = Kinematic viscosity
show that the upper bound of draw speed and the lower bound of ® = Viscous dissipation
draw temperature can be changed by varying the heat-zone length p = Density
at the given conditions. It is also found that the temperature dis- ¢ = Surface tension between glass and purge gas
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Importance of Combined Lorentz- rocket nozzles and closed-cycle gas turbines, combine both rela-

. . . tively low pressures and high temperatures, such that the impor-
DOppler Broadenlng In ngh' tance of Doppler broadening needs to be investigated. The com-

it bined effect of Lorentz broadening and Doppler broadening leads
Temperatu re Radiative Heat Transfer to the Voigt line broadening profile. Employing the Voigt profile is
Appllcatlons much more CPU-time intensive than that of the Lorentz profile,
but several fast algorithms for Voigt profile calculations have been
developed 12,13].

Anqgquan Wang The purpose of the present note is to investigate under what
conditions(i.e., what pressures and temperatuthe \Voigt profile

Michael F. Modest should be employed in the absorption coefficient evaluation rather

Fellow ASME than the Lorentz profile, and to determine the error if the Lorentz

profile is used. Currently, water vapor and carbon dioxide, the two

major products of hydrocarbon-air combustion, have been studied.

The spectral line parameters for the evaluation of the absorption

Department of Mechanical Engineering, Pennsylvania coefficients were obtained from spectroscopic databases:

State University, University Park, PA 16802 HITEMP 2000[14]was employed for water vapor, while for car-
bon dioxide CDSD-100015]was used, which is considered more
reliable than HITEMP for temperatures higher than 1000 K
16,17].

The importance of combined Lorentz-Doppler (or Voigt) broaderE- ]

ing of spectral lines in high-temperature radiative heat transfeAbsorption Coefficient Calculation

applications is investigated. Employing narrow-band transmis-

sivities as ’_[he criterion, the critical tqtal pressure below \.Nh'Chber n consists of collecting the contributions of all spectral lines

and the critical temperature above which Doppler broadening hqﬁat contribute to that wavenumber. i.e

a significant effect on the absorption coefficient is established for T

gaseous HO and CG,. [DOI: 10.1115/1.1798951

e-mail: mfm6@psu.edu

Evaluation of the absorption coefficient at a specific wavenum-

Ky= 2 Ki(7.80), ()
Keywords: Gaseous, Heat Transfer, High Temperature, Proper- [
ties, Radiation wherex, is the absorption coefficient at the wavenumbek; is
the contribution of the spectral lireand ¢; is its line parameter
. vector containing the line intensity, the line center wavenumber
Introduction 7., the Lorentz broadening half-width, , and the Doppler
The absorption coefficient of a gaseous medium governs tAgoadening half-widttby , which are obtained or calculated from
radiative heat transfer rates through it. While the highly oscillatingie spectroscopic databases. The line shape can be the Lorentz
nature of the absorption coefficient along the spectrum makedProfile [11]
computationally expensive to evaluate radiative transfer rates
from absorption coefficient data directly by the so-called line-by- S b

line (LBL) approach, modern absorption models, such as narrow- ] M (71— )2+ b2’ @)
band k-distributions[1,2], spectral line based weighted-sum-of- 7 Mo L

gray-gasesSLW) [3,4], absorption distribution function@DF) or the Voigt profile[11]

[5,6]and full-spectrunk-distributions(FSK) [7—10|, were devel- )

oped based on detailed absorption coefficient data. The LBL ap- Sh [+~ e *dx 3)
proach has been recognized as the most accurate approach to date Ky 2] . (g no_be/m)er bf. (

and has been utilized as a benchmark in radiation calculations.
The absorption coefficient at a specific spectral location is @nlike the Lorentz profile, the Voigt profile cannot be expressed
result of the overlap of nearby spectral lines which are broadenieda closed form. In the current work, the Hugek algorithm[13]
to overlap with each other due to natural line broadening, collisiamas employed to evaluate the \Voigt profile.
broadening and Doppler broadenifigfl]. The effect of natural  In order to describe the irregularity of the absorption coefficient
line broadening is fairly small compared to collision broadeningcross the spectrumg, must be evaluated from spectroscopic
but its shape is identical to that of a collision-broadened linelatabases at close enough spectral intervals. Since the Lorentz
Generally, natural line broadening and collision broadening apeofile always causes weaker overlap between lines and the result-
combined, and the combined effect is known as Lorentz broadéng absorption coefficient is much more oscillating than the Voigt
ing. The importance of Lorentz broadening is directly proportiongrofile with its additional broadening due to Doppler effects, a fine
to total pressure, and inversely proportional to the square-root@iough wavenumber resolution for the Lorentz profile is also al-
temperature. Doppler broadening, on the other hand, is indepevays sufficient for the Voigt profile. As stated earlier, Lorentz
dent of pressure and increases with the square-root of temperatbreadening(or b, ) is proportional to total pressure. Therefore, a
Therefore, Lorentz broadening tends to be dominant at modest{filer wavenumber resolution is needed at lower pressures. Simi-
high pressures and low-to-moderate temperatures. It follows thigirly, sinceb, is inversely proportional to the square-root of tem-
in most engineering applications, such as industrial boilers and
combustors as well as gas turbines, Lorentz broadening is the

most important broadening mechanism and, therefore, Doppler Table 1 Narrow band division

broadgnlng is usually negle_cted. On the other hand, in f[he d”'%f)'ectral rangécm 1) Interval (cm 1) Number

spheric sciences, dealing with extremely low pressures in the up-

per atmosphere, Doppler broadening becomes important and may 320000—35780 %g 1128

even be dominant. Modern high-temperature applications, such as 4000-5000 50 20

5000-10,000 100 50
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Fig. 1 Narrow-band transmissivity; total pressure p=1.0bar, temperature T=2500K and mole fraction x

=1.0; errors evaluated according to Eq.  (5): (a) water vapor, and (b) carbon dioxide

perature, higher temperatures cause weaker broadening and iless narrow spectral interval in which the blackbody radiation
overlap. However, as temperature rises, “hot” lines become mongensity can be regarded as constant, leading to the definition of
important, which induce more overlap between spectral lines. Tharrow-band transmissivity
combined effect leads to a need for higher resolution at high tem- X
7 7 _ — fA lb e d77 1

peratures. In our work, a constant spacing across the entire spec X)= LA7_ b7 _ = —kXd 4

) . . .. . 7-77( )_ - e 7 77! ( )
trum was used; the resolution was considered sufficient if, when Jay 1o,07 A7 ),

doubling the resolution, the error of narrow-band mean absorption . . . .
- o : ; ereX is the optical path-length\# is the narrow-band width,
coefficients stayed below 0.5% in major absorption bands of t%?dlbn is the blackbody intensityor Planck functiol

entire spectrum, with the Lorentz profile employed. With this cri The” entire spectrum was divided into 248 narrow bands as
terion, the wavenumber resolution was determined, using the Lor- - P i
entz profile, for the evaluation of the pressure-based absorpt%iﬁown in Table .1[;8]' The narrow-band_W|dths were chosen
coefficients. Then the same wavenumber resolution was utilized sed on the variation of the Planck function and the importance
evaluate the pressure-based absorption coefficients using the Vgiglgarrow bands.

profile.

Narrow-Band Transmissivity Results and Discussion

In our work, the effect of line-broadening mechanism on the When comparing the effects of Lorentz and Voigt profiles based
narrow-band transmissivity has been investigated. A narrow baad the narrow-band transmissivity, the same optical path-length
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Fig. 2 Narrow-band transmissivity; total pressure p=0.1bar, temperature T=1500K and mole fraction x
=1.0; errors evaluated according to Eq.  (5): (a) water vapor, and (b) carbon dioxide
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Table 2 Maximum error of narrow-band transmissivity for H 2O lower than 800 K. At temperatures higher than 800 K, Doppler
broadening becomes more important, leading to larger errors if
p (bar) 0.1 0.2 0.3 0.4 0.5 0.7 1.0

T (K) 800 1100 1400 1700 1900 2400 2500 Meglected.
em(®%) 104 092 100 106 099 1.01 0.5

Summary

At low pressures and high temperatures, Doppler broadening

should be used in both calculations, and the transmissivitil&ds to become an important spectral line broadening mecha-
should be adjusted to a moderate value to make the compari§#fn- The ranges of pressure and temperature, for which the effect
meaningful. of combined Lorentz-Dopplefor Voigt) broadening on the ab-
Therefore, for each narrow band a characteristic path-lexigth sorption coefficient must be accounted for, has been investigated
was chosen, such that the narrow-band transmissivity was @)5th|_s_note._Car(_e was taken to evaluate the spectral absorption
when the Voigt profile was employed in the absorption coefficiefefficient with high accuracy from spectroscopic databases. For
evaluation. For some narrow bands with near-zero absorption ¢&O and CQ, based on an optimized optical path-length, the
efficient, the necessary path-length to achieve a transmissivity§Tow-band transmissivity was evaluated from the absorption co-
0.5 is extremely large X,>100 cm-bar), which is unlikely to efficients, employing the I|_ne shape o_f elthe( the Lorentg profile
occur in engineering applications. For such narrow bands, tHr Pure Lorentz broadeningr the Voigt profile(for combined
characteristic path-length was setXg=100 cm-bar. Using the Lorentz-poppler brogdenlngThe transmissivities from these two
characteristic path-length, the transmissivity evaluated from th§0adening mechanisms were compared at various total pressures
absorption coefficient of the Lorentz profile was compared to th@fd temperatures. It was shown that at total pressure of 1.0 bar or

of the Voigt profile, and the relative error was defined as higher, Doppler broadening is negligible for all temperatures be-
low 2500 K. For low pressuregess than 1.0 bar), Doppler broad-
(7.(Xy) — (7, (X)) vor ening may become important at high temperatures. The critical
—_re (LT_or?;‘(z)) 707 WIG  100%, (5) temperature above which combined broadening should be em-
7\ N0/ ) \bigt

. ployed has been established as a function of pressure,foraid
where (,(X,)) Lorentz IS the narrow-band transmissivity evaluated:O, .
from the pressure-based absorption coefficient employing the Lor-
entz profile, and £,(X,))wig: iS that of the Voigt profile.

Since the mole fractionx) of the absorbing gas affects thepcknowledgment
pressure-based absorption coefficient only slightly through its mo- . )
lecular size in collision broadening, the effects of varying the The authors gratefully acknowledge the financial support of the
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Figure 1(a) shows the narrow-band transmissivity of,®
evaluated at the characteristic path-len¥thfor a total pressure References
of 1.0 bar and a temperature of 2500 K. Results of both the Lor{1] Lacis, A. A., and Oinas, V., 1991, “A Description of the Correlateistri-
entz and Voigt profiles and their differences are presented, Figure bution Method for Modeling Nongray Gaseous Absorption, Thermal Emission,
1(b) shows the same results for @(ﬂ)l’ the same total pressure aEd Multiple Scattering in Vertically Inhomogeneous Atmospheres,” J. Geo-
and temperature. The narrow bands with transmissivity larger tha, Good, = . and vng. v. L., 1689Nmospherc Radiation—Theoreical
0.5 are unimportant narrow bands, since their absorption coeffi- ~ Basis, 2nd ed., Oxford University Press, New York.
cients are so small that, even Xt 100 cm-bar, the gas is opti- [3] Denison, M. K., and Webb, B. W., 1993, “A Spectral Line Based Weighted-

cally thin. In both figures, the maximum difference between the  Sum-of-Gray-Gases Model for Arbitrary RTE Solvers,” ASME J. Heat Trans-
) . ) . ; . fer, 115 pp. 1004-1012.
0,
results for Lorentz and Voigt profiles is approximately 1%, which [4] Denison, M. K., and Webb, B. W., 1995, “The Spectral-Line-Based Weighted-

implies that it is safe to employ the Lorentz profile at 1.0 bar Or  sum-of-Gray-Gases Model in Nonisothermal Nonhomogeneous Media,”
higher total pressures and any temperature below 2500 K, since ASME J. Heat Transferl17, pp. 359-365.

the higher the total pressure and the lower the temperature, thé! sl'l‘;'t‘ﬂ; g;{&iigesagir'o?érz/erl\rjgbgii:é iRnia&”;;’q‘g;;fﬁgs'R/;-r;glfgl% o
more dominant Lorentz broadening becomes. On the other hand, 4000 k "J. Quant. Spectrosc. Radiat. Trans6, pp. 29—45. '

at low pressures the Lorentz profile may cause large errors, ag] pierrot, L., Rivige, Ph., Soufiani, A., and Taine, J., 1999, “A Fictitious-Gas-
shown in Figs. 2(a)and (b) which were calculated forp Based Absorption Distribution Function Global Model for Radiative Transfer
—0.1bar andT = 1500 K. Large errors always occur at important __in Hot Gases,” J. Quant. Spectrosc. Radiat. Trar,, pp. 609-624.

. LT 7] Modest, M. F., 2003, “Narrow-Band and Full-SpectruwDistributions for
narrow bands, i.e., where the transmissivity is 0.5. Therefore, thé Radiative Heat Transfer—Correlatédss. Scaling Approximation,” J. Quant.

Voigt profile should be employed in the evaluation of absorption  spectrosc. Radiat. Trans76(1), pp. 69—83.
coefficients at such pressures and temperatures. [8] Modest, M. F., and Zhang, H., 2002, “The Full-Spectrum Correlt&istri-

For H,O and CQ Tables 2 and 3 list some low-pressueT) iust;ag Eorngte ;T;:sz?lcgi?lo)” Frogg '\gg'ew'ar Gas-Particulate Mixtures,”
combinations at which the maximum error of the Lorentz profile [9] Zhang H. and Modest N’l_pp,:'_ 2002. “A Multi-Level Full-Spectrum

is approximately 1.0% in terms Qf the narrow-ban(_j transmissivity. "~ correlatedk Distribution for Radiative Heat Transfer in Inhomogeneous Gas
These two tables supply a guideline to determine whether the Mixtures,”J. Quant. Spectrosc. Radiat. Tran33(2-5, pp. 349-360.

Lorenz profile can be Sately employed at low pressures. For eXi0) Ziang. H, and Modest . £, 2005, ‘Sccleble MullGroup Full Specium
ample, for HO atp=0.1bar, the Lorentz profile causes errors of ¢ "1553) "0, 454-461. ’ '
narrow band transmissivity less than 1% if the temperature ig81] Modest, M. F., 2003Radiative Heat Transfe2nd ed., Academic Press, New
York.
[12] Hui, A. K., Armstrong, B. H., and Wray, A. A., 1978, “Rapid Computation of
the Voigt and Complex Error Functions,” J. Quant. Spectrosc. Radiat. Transf.,
. —_ 19, p. 509.
Table 3 Maximum error of narrow-band transmissivity for CO > [13] Humligek, J., 1982, “Optimized Computation of the Voigt and Complex Prob-
ability Functions,” J. Quant. Spectrosc. Radiat. Trar®¥., p. 437.

p (bar) 0.1 0.2 0.4 0.5 0.7 1.0 [14] Rothman, L. S., Camy-Peyret, C., Flaud, J.-M., Gamache, R. R., Goldman, A.,
T (K) 500 700 1000 1200 1500 2500 Goorvitch, D., Hawkins, R. L., Schroeder, J., Selby, J. E. A., and Wattson, R.
€max (%0) 1.01 1.07 1.03 111 0.95 1.06 B., 2000, “HITEMP, the High-Temperature Molecular Spectroscopic Data-

base,” available through http://www.hitran.com.

860 / Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[15] Tashkun, S. A., Perevalov, V. I, Bykov, A. D., Lavrentieva, N. N., and Teffo, Temperature Transmissivity Measurements and Correlations for Carbon
J.-L., 2002, “Carbon Dioxide Spectroscopic Databai@®DSD),” available Dioxide-Nitrogen Mixtures,” J. Quant. Spectrosc. Radiat. Tras¥(2—-9, pp.
from ftp:/ftp.iao.ru/pub/CDSD-1000. 329-338.

[16] Tashkun, S. A., Perevalov, V. |., Teffo, J.-L., Bykov, A. D., and Lavrentieva, N.[18] Wang, A., and Modest, M. F., 2004, “High-Accuracy, Compact Database of
N., 2003, “CDSD-1000, the High-Temperature Carbon Dioxide Spectroscopic Narrow-Bandk-Distributions for Water Vapor and Carbon Dioxiddfoceed-
Databank,” J. Quant. Spectrosc. Radiat. Trar&2(1—-4, pp. 165—196. ings of the ICHMT 4th International Symposium on Radiative Transfen-

[17] Modest, M. F., and Bharadwaj, S. P., 2002, “High-Resolution, High- gug, M. P. and Sclguk, N., eds., Begell House Inc., New York.

Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 861

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Performance and Optimization tive power is needed. Moreover, pressure drop increases with the

addition of fins. It is therefore the duty of thermal engineers to see

Analysis for Fins of Straig ht Taper that the addition of fins is justified by a decrease in the total cost.
; i This has prompted numerous studies on optimization of fins. The

With Simultaneous Heat and optimum design of straight rectangular fins and eccentric annular

MaSS TranSfer fins for dehumidification has been done by Killic and OfER],

and Kazeminejad et a]9] respectively. In both of these studies,
fin thickness has been kept constant. However, it is a known fact

B. Kundu that reduction of fin thickness towards the tip gives a considerable

e-mail: bkundul23@rediffmail.com saving in fin material. Accordingly, straight taper fins of various

Department of Mechanical Engineering, Faculty of geometries, namely, longitudinal, annular and sgih# are in

. . . ) common use under dry condition.

Engineering and TeCh_nO|09y' Jadavpur University, In the present paper, a unified analysis of straight taper fins has

Kolkata—700 032, India been made for predicting their performance under wet condition.
Fins of all the common geometries, namely, longitudinal, annular

P. K. Das and spine with both trapezoidal and triangular profiles have been

e-mail: pkd@iitkgp.ernet.in considered. A comparative study on the fin performance has made

for dry and wet fins, as well as for wet fins with a variation of

thermo-psychrometric parameters. In addition, a generalized

scheme is adopted for optimizing the dimensions of the fins such

that a constraint of either a given fin volume or a specified heat

duty is satisfied.

An analytical method based on Frobenius power series expansion

has been developed for the performance prediction of fully wet

fins. Fins of different geometries, namely, longitudinal, annul - -

and spine having both trapezoidal and triangular profiles havag Formulation of Mathematical Model

been considered. Unlike dry fins, the efficiency and effectivenesg 1 Analysis. The geometry of different straight taper fins

of wet fins depend on the fin base temperature and psychromegigng with the coordinate systems is shown schematically in Fig.

condition of the ambient air. A generalized criterion has been. |t is assumed that the thermal conductivity of the fin material,

derived for the optimization of wet fins having the above georhe convective heat transfer coefficient and the temperature and

etries. A method for constructing design curves for the optimugalative humidity of the surrounding air are constant. At any point,

fins has also been discussefDOI: 10.1115/1.1798911 temperature over the fin cross section is assumed to be constant. It
is further assumed that the temperature at the fin tip is below the

Keywords: Analytical, Dehumidification, Finned Surfaces, Heatew point temperature or in other words the fin is completely wet

Exchangers, Optimization [1]. In general, the variation of temperature from the tip to base of
a fin is rather small in most of the applications for air condition-
ing. It is customary to approximate the saturation curve as a linear

; one for such a small temperature inter{/&)5]. The specific hu-
1 Introduction i ~midity on the fin surface can then be expressedash,+b,T.
Extended surfaces or fins are commonly used on the gas siderft constants, andb, are determined from the known values of

the heat exchangers to enhance the rate of heat transfer. In agficific humidity and temperature following the procedure of the

eral, the energy exchange between.the fin and the surrounding BRSvious researcherd,8]. Further, over the fin at every point

stream takes place solely by sensible heat transfer. Howeverjdgal thermodynamic equilibrium is considered so that the heat

various applications, heat transfer between moist air and the flrhlﬁd mass transfer analogy becomes applicable. For the present

accompanied by diffusion mass transfer of water vapor. This preondition, the outer surface of the fin will be covered by a thin

cess is common in dehumidifying coils of air conditioners, evapgiim of condensate. For rigorous analysis, one should explicitly

rative air coolers and in environmental control system of aircraftgonsider the heat and mass transfer of the condensate film, which

In such cases, the fin is termed as a wef{fihas there is a thin takes place in a direction normal to the fin axis. However, in a

film of water on it. In.the absence of the water film, gas side fin§implified approachi1,2,8]the effect of the condensate film can

are denoted as dry fins. _ _ be incorporated as convective boundary condition of the fin. The

In dry fins, the temperature difference between the fin surfag@nsport process can be rendered one-dimensional as is conven-

and the surrounding fluid acts as the driving force for energybnally done for dry fins.

transfer. In wet fins, energy exchange between the fin and air isgased on the above assumptions, one dimensional steady state

due to combined heat and mass transfer and it depends on dagrgy equation for three types of fins, namely, longitudinal, an-

difference of temperature as well as concentration of water vapgQlar and spine reduces into a second order ordinary differential
Fortunately, using psychrometric relationshi$and the analogy equation[1].

between heat and mass trangf&}, one can establish temperature
difference as the net driving force for energy transfer even in cased dy\?
of wet fins[1,2]. Following this methodology, the performance of 3 &) {(T_Ta)
various fins, namely, rectangul@t,2,4—6], triangulaf7], trap-
ezoidal and trianguldi8] have been evaluated. Analysis of eccen- m
tric annular fins under combined heat and mass transfer has been + F(a’_wa)hfg} 1)
made by Kazeminejad et 4B].

Though addition of fins augments the rate of heat transfer,ithere
increases the volume, weight and initial cost of the equipment. In
mobile systems, it also increases the running cost, as higher trac- longitudinal fin for p=1, s=0

Department of Mechanical Engineering, Indian Institute
of Technology, Kharagpur—721302, India

1+
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{a) (b) (c)
Fig. 1 Schematic diagram of fins with trapezoidal profile: (a) longitudinal, (b) annular, and
(c) spine.
Using Chilton Colburn analogf3], the above equation can be 1 ¢p=1+0,

nondimensionalized for either trapezoidal or triangular profiles

(Fig. 1) through some algebraic manipulatiofis] aty= [ d‘ﬁ/dY:ZZ?’sJ trapezoidal profile (3)

¢=finite valu triangular profile
Y(1 Yd2¢+ +1 Yd¢Zl Y)¢$p=0
(1-sa )W [P=(p+DsaY] gy~ Zi(1-saY)¢=
) A detailed study of singularity of this equation reveals that the
power series method of Frobenius would be convergent in the

The temperature distribution, and hence the total energy tramaterval of interes{12]. As the indicial equation has two identical
fer through the fin, are determined solving ER) subject to the roots, both equal to zero, solution of E&) can be expressed in
following boundary conditions: the following matrix form:

%

> CY"PHILEF InY Cy o
n=0 n=0 n=1 trapezoidal fin

[FE AY'—E
n=0

0+6,]
1+6, n i > triangular fin )
> A" / > A
n=0 n=0
where
El | D nAA"1-Z,>, A"
E|IT|n=1 n=0 (5)
Fot(p—1)F3+(2—p)F,
and
(p=1) 2, DY" P+ (2-p) > ALY PH
n=1 n=0
F1 > (n—p+1)CA"P—2Z,>, CA" P
FZ n=1 n=1
3 Il o o (6)
F, > DA P+In )\[2 (N—p+1)DA"P=2Z,>, an“P“J
n=1 n=1 n=1
> AN P+In )\[2 (N—p+1)AN"P=Z,> Anx”p“]
L n=0 n=0 n=0 J
The coefficientsA,, C,,, andD,, can be written as follows:
Ay 1
Aq Zylp
o (1)
A, [An_{sa(n=1)(n+p—1)+Z;}—saZ,A,_5]/n(n+p—1)
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Co p-1
Cl Sa—(3—p)Zl

= (8)
C, {n(n—p+1)F,—(2n—p+1)G,}(n—p+1)%n?
Do 0
02 = o ©
Dn {Dn-a[sa(n=2)(n+p—-2)+Z;]-saz,D,_,}/(n—=1)(n+p—2)
where
Fol | Ansa(n—p)+Z}C_s+sa(2n—p){(2=p)As-1+(p—1)Dp_1}—saZ,Cy
GJ* {nsa(n—p)+Zi}{(2— P)Ay_1+ (p—1)Dy_1}—SaZy{(2= P)Aq_o+(p—1)Dy 5} (10)

Following the methodology suggested 81, total rate of heat transfey, from the fin can be estimated from Ed). The heat transfer
g can be nondimensionalized as given in EfL) by the introduction of two dimensionless paramet®rand ().

qhP 1p/2(1+8)(Ty—Ty) mP s kP
[Q]= 1L AL ! (11)
BiPT (1= N)(1+60,)P/Q
The expressions ob and() are given in Eqs(12) and(13) for trapezoidal and triangular profiles, respectively.
FX, nA—E| X (n—p+1)Cot(p=1) 2, Dyt+(2-p) D, A,
[} n=1 n=1 n=1 n=0
[9]: - - (12)
FX A-E2 G,
n=0 n=1

nA

o ngl "
al=| = (13)

The total rate of energy transfgr can be estimated assuming the entire fin surface at the fin base condition. And this quantity can
be nondimensionalized as
gihP~1p/2(1+8)(T,— Ty) wP s 1r kP
[Q]=| {BiP(1+ b &)/ R BAP 1+ R)S+[1—AP—spa(1—AP*Y)/(p+1)]) (14)
asv,//(lf )\)SJrl

Conventionally, the fin efficiency is expressed as

[7]=[Q/Qi] (15)

The overall effectivenesg) is defined as the ratio of the rate of total heat transfer through fin to that of the same base surface if the
fin were not presentq,).

hP~1p/2(1+)(To— Tp) 7P+ kP
[Qe]z{qe (L(bzé)()l(fap)(bz)ow)@ | } 16
Thus, the overall effectiveness is
[£]1=[Q/Qe] 7
2.2 Optimization. The volume ¥) of all the three types of fins can be expressed in dimensionless(fdym
VphPTst1/(1+ g)mPts-1gptstl
(V1= {BiF’*S*l/wlaS(l—A)S“}{(l—xp+1)/(p+1)—5a(1—xp+2)/(p+2)}} (18)

From Egs.(11) and (18), it can be seen that if geometrical parametgputer radius of the tube for annular fin and thermo-
psychrometric properties are known, both the heat transfer rate and the fin volume are functions ofBnénd herefore, it becomes
a two variables and one constraint optimization problem where either heat transfer or fin volume can be treated as the constraint. The
optimality criteria of present optimization problem can be derived using the Lagrange multiplier technique.

. _ /9B / Ul _
[f(Bi,)]=[aQ/dBI —aQIa]| ;)5mi| =0 (19)
Either the heat transfe®, or fin volumeU, may be taken as the constraint as given in the equation below.
864 / Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o BiP Ly(1-\)(1+6,)P/Q-Q
LO(BLUII=| ggip o175+ 1051 - NS B{(1-AP* 1)/ (p+1) — sa(1-\P*2)/(p+2)} ~ U

(20)

S

[

Equations(19) and (20) are nonlinear and non-homogeneou8 Results and Discussion

equations. They can be solved numerically to give the optimum
values of Bi andy. The generalized Newton-Raphson metho

[13]has been used for the solution. The initial guess for the ro
has been made cautiously to satisfy the convergence cijitetia

A brief outline of the Newton-Raphson iterative scheme and co

vergence criteria for the present problem is given below.

Bi; Bi; ) f(Bij, )

j+1 j -1 J ]
—[J(Bi, ,; .

biva] | ¥ [I(BI; 9] g(Bij, )

where,J denotes the Jacobian matrix, which is expressed as

|

g(Biyw)}

(1)

J ) J _
(3B )= y
W(B"‘”’L e

The suffix “j” denotes the value at thgh iteration. At each step

22)

j

of this iteration the convergence criteria is selected as follows:

dA, I, | dA, dA,
Max EJ E],ﬁ]‘i’w]<l (23)
where
. . of(Bi, )
A,=Bi+ g(Bl,w)T
—f(Bi, ¢) ag(Bl’lﬂ)}/detJ(Bi,w) (24)
2
and
Jg9(BI, - of(Bi, )
A=+ | F(Bi, ) g(ﬂTlil’/l)—g(Bu,«ﬁ) (aBliﬂ/detJ(Bu,l//)
(25)

The above process may be repeated to obtain the optimum values

of Bi and ¢ until a specified convergence (19in the present
case)is achieved.

1'0 ! 1 M i ¥ T M T i
Present work
0.8k o Previous work [8] _
=
= T,=308 K
e oer T,=288K|
‘2 y=0.1
€ 04t
c
£
0.2
] wetsuface” -
0.0 n 1 " | " 1 " 1
0 1 2 3 4 5

Fig. 2 Comparisons between present and previous results for
the longitudinal fin with a trapezoidal profile

Journal of Heat Transfer

The above analysis can readily be applied for a dry fin if the

g{gergy transfer is assumed to take place solely due to sensible heat

ransfer. This can be done neglecting the mass transfer process
Fli;e., assigning a zero value to the latent hedtile deriving the
energy equation. Such an exercise has been carried out and the
excellent agreement of the prediction from the present scheme
with the available results of the dry fins indicates its correctness.
Further, the present results have been compared with the results
available in the existing literatuf@] for wet fins. Figure 2 depicts

an excellent agreement in the prediction of the efficiency of the
wet fins by the present method and that obtained by Bessel
functions.

It is well known that the performance of convective dry fins
depends only on thermo-geometric parameters. On the other hand,
the temperature at the fin base and the psychrometic conditions of
the surrounding air strongly influences the performance of wet
fins. For demonstration of results, fin base temperature of 285 K
and ambient temperature of 305 K have been considered in the
present case. Different values of ambient relative humidity have
been taken to study its effect on the fin performance.

The variation of performance of a longitudinal fin with both

1.0

o b
o oo
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b
-

0.2
20.0

16.0

12.0
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g
o

4.0
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Zy

Fig. 3 The effect of dehumidification on the fin performance of
a longitudinal fin with trapezoidal profile and comparison with
triangular profile:  (a) fin efficiency; and (b) fin effectiveness.
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Fig. 5 Design curves for optimum longitudinal wet fins of
straight taper profile for Ta =305 K, Tbh=285 K: (a) maximum
heat transfer rate; and (b) optimum aspect ratio.

Fig. 4 Comparison of fin performance of different types of wet
fins with a trapezoidal profile:  (a) fin efficiency; and (b) fin ef-

fectiveness. L . . . .
ness of wet annular fin increases with the increase of inner radius.

As the total fin length and other geometrical parameters are con-

trapezoidal and triangular profiles is depicted in Fig. 3 as a fungtant an increase in Bsignifies higher fin surface area. Therefore,
the above trend is not unexpected.

tion of fin parameteZ,. Under any circumstances, fin efficiency se has b d d . h i
decreases with increasing value 2. This trend has also been NEXL an exercise has been made to determine the optimum
jparameters of straight taper fins. To avoid repetition, results have

noticed in all the earlier investigations. The efficiency of a fin wit h v for lonaitudinal fins. Oofi di . h
triangular profile is marginally lower than that of its counter partPeen shown only for longitudinal fins. ptimum dimensions have

with a trapezoidal profile. However, it is interesting to note thé\?gﬁjr:ngbtalned maximizing rate of heat transfer for a given fin

efficiency of a dry fin is higher than that of a wet fin for the same

value of Z,. Presence of combined heat and mass transfer i _Figure 5(a)shows the total rate of energy fransfer from an
0 §§Jimum fin increases rapidly with the increase in relative humid-

creases the qugitudinal temperature gradient c_)f wet fins_ coOmMPafELThe rate of energy transfer also increases with the decrease of
to that of dry fins. This results in a decrease in the efficiency ratio of tip to base thickness hence maximum heat will be

increases with an increase in relative humidity. As the aspect rafiose|ected instead of a triangular one. Generally, such a decision
¢ has been kept constant in the present study, effectiveness cun&§stified, as the variation of the total rate of heat transfer with
depict a trend similar to the efficiency curves. Identical trends ¢f rather small.
eff_|C|ency and effectiveness are observed for annular fins andrne variation of the optimum ratio of fin base to fin lengfiy,
spines. is depicted in Fig. &) as a function of volume. The ratio is higher
The thermal performance of the fins having different geometpgr high values of relative humidity and low values »f and it
has been compared in Fig. 4. For identical fin param&gertip  also increases with the increase of fin volume. It may be noted
thickness parametey, aspect ratiaj, both the efficiency and ef- that after certain values of fin volume, slope of the curves in Fig.
fectiveness of a spine are slightly higher than those of a longitgtb) increases drastically. One should be cautious in selegtipg
dinal fin and the difference in the performance parameter iin this region. As the ratio of fin base to fin length is very high,
creases withZ,. The performance of an annular fin can bene should check the validity of the assumption of one-
predicted if additionally one of its radii is specified. In the presertimensional heat transfer.
work the inner radius is specified non-dimensionally as. Bt Figure 5 can serve as a design curve for longitudinal fins with
may be noted from Fig. 4 that both the efficiency and effectivériangular and trapezoidal profiles. For any application, if the heat

866 / Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transfer rate&), geometrical parametarand relative humidity RH L =

are specified, one may locate the optimum design point in Fig. Le
5(a) and can find the optimum volume. In the next step, all the P, s
other geometrical parameters of the fin can be determined from q
Fig. 5(b). Once such curves are prepared, tedious numerical cal-
culations can be avoided. This may be explained with the help of Ge
an example. Determine the optimum dimensions of a longitudinal
fin of triangular profile which will transfer 310 W when convec- ai
tive heat transfer coefficieriforced convectiop conductivity of

the fin materialsteel), difference of ambient and base temperature ~ Q
and relative humidity are 100 W/, 55 W/mK, 20 K and 100 Qe
percent, respectively. With the help of the above data, initially  Q;

Qopt is calculated as 0.15. For this known value@f,; and the I

given value of relative humidity, one can find duit=0.00028 and RH =
Yopi=0.151 from the design graphs. Then the optimum Bicanbe y =
determined by using Eq18). Thus, this gives the optimum values vV =
of fin length (L) and semi-base thicknesg,j) as 33 mm and 5 T =
mm, respectively. X,y =
X, Y =
. Yb =
4 Conclusions Zo =
A generalized analytical technique has been developed for de- Z; =
termining the temperature distribution in fully wet fins of trap-
ezoidal as well as triangular profile. Fins of three different geom- 7z, =
etries, namely, longitudinal, annular and spine can be considered
with the same formulation. The analysis has been made basedc%ﬁ’ek sym

the assumption of a linear relationship between temperature and «
specific humidity and the method of Frobenius power series ex- g8
pansion has been used to solve the conduction equation. The same ¢
analysis may be adopted for dry or partially wet fins. For dry fins, 7
one needs to make the latent heat of phase transformation zero, ¢
while for partially wet fins iterative procedure is needed. Op

It has been demonstrated that the performance of a wet finis
substantially different from that of a dry fin. Unlike the dry fin, the A
efficiency and effectiveness of wet fins depend on the base tem- ¢
perature and the ambient conditions. Therefore, in later case, the o
fin performance parameters have only limited significance. £

A scheme has also been provided for the optimum design of ®, O =

wet fins. In general, taper fins with small tip to base thickness

fin length, see Fig. 1, m

Lewis number

constants used in Eql)

actual heat transfer rate through the fin surface, W

heat transfer rate through a surface of same size of
the fin base, W

ideal or maximum heat transfer rate through the fin

base, W

= dimensionless actual heat transfer, see (£Q)

dimensionless heat transfer, see Edp)
dimensionless ideal heat transfer, see @3)
fin base radius, see Fig. 1, m

relative humidity

dimensionless fin volume, defined in EG.7)
fin volume, n?

temperature, K

coordinates starting from the fin base, m
x/L, yly,, respectively

semi-base thickness

fin parameter,/Bi/ ¢

dimensionless parameter,

PZ5(1+bo&) V1+ 2 (1-N)%(1-\)?

dimensionless paramethZSzp(l +by&)/IN(1—N)

bols

Bi/[Bi+ Biy#(1—\)]

tip loss parameter, Bi/Bi

overall fin effectiveness

overall fin efficiency

dimensionless temperaturel (—T)/(T,— Ty,)
parameter, @,—b,T,—by)/(T,—T,) (1 +by¢)
aspect ratioy, /L

ratio of the tip to base thicknesg,/y,
temperature parametef;+ 6,

specific humidity of air

latent heat transfer parametbgy/C,Le?*
parameters defined in Eqd.1) and (12) for trap-
ezoidal and triangular profiles, respectively

ratio may be used. In the absence of other restrictions, spines may  criots

be preferred to longitudinal fins for identical valuesZf, , and p

\. Construction of typical design curves has been illustrated tak- a = ambient
ing the example of longitudinal fin. It is seen that, the ratio of base b = base
thickness to length of the fin increases with the increase of fin opt = optimum
volume. This conclusion may not be valid beyond certain value of t = tip

Biot number at which the assumption of one-dimensional conduc-

tion breaks down. The present analysis has been done $00.Bi
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Numerical and Experimenta| made by neglecting the motion of the interface in calculating the
flow and temperature fields and a quasi-steady approximation

Investigations of Melting and which is achieved by neglecting the transient terms in the liquid
Solidification Processes of High Melting phase governing equations. On the other hand, in the single-

) i _ i domain(fixed grid) method, a single set of conservation equations
Point PCM in a Cyllnd rical and boundary conditions is used for the whole domain comprising
the solid and liquid phases, Voller et &]. The interface condi-
Enclosure tions are accounted for by incorporating suitable source terms in
the governing equations. A nodal latent value is assigned to each
Ahmed Elgafy C(ﬁmputaﬁior}al cellhaccor(ging to its tempelrat_ure. _Upo;} chagging
0 ; phase, the latent heat absorption, or evolution, is reflected as a
e-mail: Ahmed.Elgafy@udri.udayton.edu source or sink term in the energy equation. The zero-velocity con-
dition, which is required as a liquid region turns to solid, is ac-
Osama Mesalhy complished by adding a source term in the momentum equation.
This model is identified as the enthalpy-porosity model. A distinc-
University of Dayton Research Institute, 300 College tive advantage of this single-domain model is that it is not neces-
Park, Dayton, OH 45469, USA sary to track the interface explicitly; its motion becomes manifest
through changes in the liquid fraction. Vollé#4] performed a
rapid implicit solution technique for enthalpy formulation of con-
Khalid Lafdi duction controlled phase change problems. Basically, three exist-
. . . ing implicit enthalpy schemes are introduced; Shamsundar and
University of Dayton Research Institute, 300 College  gparrow schemgs], which is based on Gauss-Seidel point itera-
Park, Dayton, OH 45469, USA tion approach, Furzeland scherf, which also based on point
AFRL/MLBC, WPAFB, OH 45433, USA iteration, and Old-source scheme, which is based on TDMA line-
by-line iteration. Ghasemi and Molki7] employed a fixed-grid
enthalpy method to study numerically the melting of an unfixed

In the present work, a computational model is developed to inveso-IId In a square cavity. It was found that at low Rayleigh, and

tigate and predict the thermal performance of high melting poirgmh'medes numbers, the melting rate and the solid velocity are

phase change material during its melting and solidification pr both very low, and the melting is almost symmetrical. While,

cesses within a cylindrical enclosure. In this model the phases a @h;:(;'?rl;efaﬁifnRa\yelleé%? ag? tﬁ;cggﬂgd:r? dngiglgftr?heenga:qﬁgen'
assumed to be homogeneous and a source term, S, arises fl 9 ty Yy ry

melting or solidification process is considered as a function of the € interface. Asako et g8] employed an enthalpy method to

latent heat of fusion and the liquid phase fraction. The numericgplve transport processes asgoc!ated W'th melting of an unfixed
rlgctangular PCM in a low gravitational environment. This method

model is verified with a test problem and an experiment is pe Ermits the phase change problem in fixed numerical grids, hence

formed to assess the validity of the assumptions of it and g inating the need for coordinate transformation. The results
agreement between experimental and computational results gninating : on. y

; N S . owed that the melt thickness increases with time and decreases
achieved. The findings show that utilizing of PCMs of high meIg/ith the increasing of Archimedes number. Also, the rate of solid

g[?p"(?;;i?:&;:%()?ﬁ 1%'01?155:?31;882%?”6 especially in SIC)acvolume reduction increases with the increasing of Archimedes and
Stefan, numbers and in the low-gravitational environments the
melting rate is very small. A computational model based on the
enthalpy method was performed by Zivkovic and Fyfi] to

Introduction simulate the transient behavior of a phase change material. The

fmodel was applied for both cylindrical and rectangular geometries

Heat transfer processes undergoing liquid-solid phase transfogy oo\ ved a good agreement with the experiment for rectangular
mation have been of continuing interest for many researcheE%l.

) . . se. Rady and MohanfyL0] had applied an enthalpy-porosity
Phase Change Material?CMs), have received great considerg, " oviq method to the melting and solidification of pure metals
ation in the defense industries for cooling of electronics and

S ) > H a rectangular cavity and multi-domain method with a quasi-
telecommunication equipments to control internal temperature ug-

Ul i ) . -
: hy ationary assumption was applied. The results of the utilized
der emergency operating conditiofis]. The problem of phase method ggreed wgll with the e?(%erimental data.

change of PCMs falls into the category of moving boundary prob- On the other hand, lot of studies had been carried out to inves-

lems. When the PCM changes state, both liquid and solid pha e?‘ite the thermal performance of the PCM in real applications
are present and they are separated by the moving interface E%éroix, [11] developed a theoretical model to predict the tran-

tween them and in this case, the analytical solutions of pha d o
: : . nt behavior of a shell-and-tube storage unit with PCM on the
change are mainly based on solving the Stefan moving boundg ell side and the heat transfer flUidTF) circulating inside the

problems, Crank2]. A considerable effort has been directed to th be. Results showed that the shell radius, the mass flow rate, and

mathematical modeling of heat transfer and fluid flow during -~ .
phase change of pure substances. In general, these can be cl inlet temperature of the HTF must be chosen carefully in order

fied into single-domain and multi-domain models. In multi{C OPtimize the performance of the unit. Patrick and Lacfdi]
domain methods(moving grid), conservation equations are ap§tud|ed numerically the thermal behavior of multi-layer heat stor-
plied separately to each phase, and continuity of temperature unl;. Ti;e rgoﬁﬂel Isd bﬁseftlj _(()jnhthe COI’IS?I’VEI_:_IEI’I equat:og gf
heat flow conditions are invoked at the solid-liquid interfaceehnergg or the PCM an k: e IUI cat tranﬁ er. They conclude
Crank[2]. To circumvent this difficulty, transformation of coordi-that the average output heat _oad during the recovery period is
nates has to be done. In order to further simplify the computiiondly dependent on the minimum operating temperature, mass
tional scheme, two types of approximations have been used PCM, and fluid mass flow rate and temperature. Kurklu et al.

several researchers; a quasi-stationary approximation whichl}s] developed a numerical model for the prediction of thermal
performance of a PCM, polypropylene tube, utilizing air as the

Contributed by the Heat Transfer Division for publication in tf@BNAL OF heat transfer fluid. They assu.med ConStam. physical properties and
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 1oneglected the he_at loss or gain. They predicted the amount_Of heat
2003; revision received May 5, 2004. Associate Editor: V. Prasad. energy used to increase the temperature of the PCM during the
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phase change process to be about 3.5 percent of the total energy z
stored. Jianfeg et dl14]studied experimentally the charging pro- A
cess of a cylindrical heat storage capsule filled with three different
phase change materials. The results showed that the using of mul- h2: T.
tiple PCMs enhances the charging rate of the PCM storage.
Casano and Pivfl5] presented numerical and experimental in-
vestigations of a periodic phase-change process dominated by heat
conduction. In the experimental arrangement a plane slab of PCM
is periodically heated from above by applying a sinusoidal heat Axis hl, T.
flow. A one-dimensional control volume computer code had been
developed for the solution of the corresponding mathematical
model. The comparison between numerical prediction and experi-
mental data showed good agreement.

From the previous literature, it is obvious that the current prac- r
tice is to utilize paraffins, gallium, waxes, etc., as PCMs and ma- 7777777 —>
terials of these types have low melting points and low latent heat. Insulation

Space applications of an advanced power system in sunshade op-
erating conditions require the system to have high efficiency, re-
liability, low specific weight, and low life cost cycle. This system
must continuously provide electrical power by collecting and stor-
ing thermal energy that is later converted to electrical power. The
collected solar thermal energy is stored in a heat receiver that . . o .
consists of containers holding a phase change material. As a nfat$ the latent heat of fusion, arfdis the liquid phase fraction.
ter of status, the utilized PCM must have high melting tempera- Puring the cooling process, the PCM is supposed to be cooled
ture and latent heat to achieve the thermal storing requirement’%_y natural convection and radiation. The Nusselt number on the
The objective of the present work is to investigate and predi%ldewa" is assume(_:i to take the following relation introduced by
experimentally and numerically, the thermal performance of higRcropera and Dewitf16]:
melt_ing point phase (_:hgnge mater_ial during its melting and solidi- 9Bar(To—T.)Z
fication processes within a cylindrical enclosure. Nuz—[T
air

Fig. 1 Physical domain and boundary conditions

1/4
Y(Pr) 4)

1 Computational Formulation where the function
The physical system consists of a vertical cylindrical enclosure Y(PH= 0.75PH?

filled with a PCM of high melting point. This system is supposed (0.609+1.221PF?+1.238Pj1

to be insulated from the bottom and receives heat flux from the . .

top and sides. The mathematical model formulated to representVhile Nusselt number for the upper surface can be obtained

the physical system is based on the following assumptions: tH@M the relation

PCM is homogeneous, isotropic and axisymmetrical, the thermo- Nup=0.54R&*

physical properties are constant in each phase, and the mechanical

energy for the volume change during phase change is ignoredl1.2 Physical Domain. A diagram of the physical domain

Another assumption is that, the heat transfer is controlled by coemd boundary conditions is shown in Fig. 1. The sample of the

duction and the thermal conductivity of the liquid phase is modRPCM has a cylindrical shape and dimensiong/@=1 with 10

fied to account for the convection effect, cm diameter. The value df,. is taken according to the tempera-
K ture attained in the furnace. The heat transfer from the furnace
_“‘zclRan1 wall to the sample is considered to take place by natural convec-
k, tion and radiation. The thermo-physical properties for the consid-

whereC, andn; are constants determined experimentally givefird Phase change material are listed at Table 1.

by Lacroix [11] and these constants are set equal to 0.099 and; 3 Numerical Procedure. The heat diffusion equation is

0.25, respectively, for cylindrical geometries. solved using finite difference based on control volume approach.
The numerical domain is divided into small control volumes. The
finite difference equation is obtained by integrating the heat dif-
fusion equation over each control volume. The control volume is

d(pH) +V.120 shown in Fig. 2, the volume of the control volume isf2ArAz).

1.1 Governing Equations. The problem is governed by the
conservation of the total enthalpy,

ot
aT
whereH represents the sensible and latent hedts,c. T+ f.L f chdV= _f V"]dVJrf Sdv ®)
By considering the assumption of constant properties, the equa-
tion can be written as

JT
PCE +V.J=S Q) Table 1 Thermophysical properties of the considered PCM
wherelJ is the diffusion flux vector Property Value
o Density 2600 (kg/nd)

J=-kVT @ specific heat 15623/kg.K)
and, S is a source term arises from melting and solidification 'ﬁ";g'r’]‘tghg‘e"'t”gf fusion 113}1%*(&0/'( )
process. This source term takes the following form: Thermal conductivity 14.2W/m.K%

pr Thermal Expansion 34.410°° (1/K)

S=—pL - 3) Dynamic viscosity 0.015%Pa.sec)
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Fig. 2 Control volume around node P Experimental Setup

Fig. 4 Experimental setup

pc[ T =TV At]do=—2(_p s enJs -A+ Sdv, whereJ=—kVT
andS is the average value of the source term at pBinfThe first
term in the right hand side can be set as

 KereAr Kl AT _ KnrnAz _kersAz
B Te—To To—Tw Tu—To T TAz, WAz, WTTAr, ¥TTar,
2 Jf-Af__keAe Az +kWAW Az _knAnT
f=n,s,e,w e W n pAV
To-Ts A ®
ThA— (6)
S

The time step is calculated from the following expression to sat-

After arranging the finite difference equation, it will take theISfy the stability condition:

following form:

1
AM<05—F—F—F— 9)
aSTp t=acTp+ay,Th+ayTh+asTe+ (ad—(ag+ay+ay al(dz)®+al(dr)
n_en+l At the time of phase change, i.e.<G<1, it is assumed that the
+ag)Th+pL 2P AV (7) temperature will remain constant and all the heat diffusion fluxes
At to or from the control volume will be used to change the phase.

By equatingT andT’F]+1 during the phase change process, 9.

where 1+ 1) refers to time {(+ At), n refers to time {) and, will take the following form:

agTetaywTy+tayTy+asTs—(ag+awtay+tas)Ty

n+1__ fn
330 =pL-2—PAvV (10)
At
. Experimental,[9]
T —A— Modityiog k and b, prasens The updated liquid fractionf{'"?) is subjected to the following
Moditying b oy, presct constraints to prevent getting unreasonable values
320 — o
g —— Modifying k only, present g fn+1 0 if fn+1<0
< —A—  Without modifying k and h, present an — )
Ei - 1 if f"ti>1
®
“é-’. The calculations begin from the second point iandz-direction.
g 21T The values of temperatures at the boundary points are calculated
by applying energy balance at the control volume beside the
. boundary. For the cylindrical surface, the temperature at the
boundary is calculated by solving the following equation by
300 — simple iteration.
] hiRT,.+ (kTy_1/In(R/(R—Ar)))+ oeR(TE—T§)
b h,R+k/In(R/(R—AT))
[
290 T T 1 T 1T "1 ™11 Similarly the top surface from
o 40 60 %0l 2 L+ _NaTat (KTo 1 /d2) + oo (TE-T))
b h,+ (k/dz)
Fig. 3 Verification of the present model with Zivkovic and Fujii
findings [9] whereT,_, is the temperature of the point beside the boundary.
Journal of Heat Transfer OCTOBER 2004, Vol. 126 / 871
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Fig. 5 Temperature and liquid fraction contours during heating process

2 Grid Size and Model Verification

The grid size is changed up to 1860 and it is found that this
grid size is sufficient for the present case of study. The validity
the present model is first verified with the experimental findings 1. With neglecting the effect of convection in liquid melt and

obtained by Zivkovic and Fujii9]. The present model is modified
to predict the rectangular geometry of their model and a compara-

1300
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Q 900
—
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Fig. 6 Temperature time history for heating process at

=05Land r=06R
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tive study is performed. Figure 3 shows a comparison between
predicted results of the present numerical model and the experi-
(wental results obtained 4@]. Several trials have been done:

keeping the heat transfer constant coefficibn{without

modifying k andh).

2. Adding the effect of natural convection in the liquid region
by modifying the value ofK) for the liquid phase.

3. Modifying the convection heat transfer coefficient by calcu-
lating the Grashof number based om.(-T,) instead of
(Tw_TmeII)-

4. By modifying bothk andh.

As shown in Fig. 3, the present model shows a good agreement
with the experimental findings obtained by Zivkovic and FL§i].

Also, from the figure, one can see that the most appropriate model
is the fourth one, in which botk andh are modified. This model

is used in all subsequent calculations for present work and the
heat transfer coefficient is changed by calculating the Nusselt
number each time step as a function of the temperature difference
between the PCM and the ambient temperature.

3 Experimental

To investigate experimentally the melting and solidification
processes of the utilized PCM, which has a melting point of 1121
K, a mass of 36 gram from it is introduced in a cylindrical Alu-
mina enclosure of 3.6 cm diameter and 2 cm height while, the top
and the bottom of it are well insulated. The enclosure is then
introduced inside a furnace to attain the needed heat for its melt-
ing process. The experimental setup, as shown in Fig. 4, consists
of a well-controlled furnace equipped of 10-molybdenum disili-
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Fig. 7 Temperature and liquid fraction contours during cooling process

cide heating elements. These elements are uniformly spaced in & the cooling process, the specimen is removed from the fur-

full circle around the interior furnace wall to achieve a uniforrmnace and is exposed to the atmospheric temperature; 300 K. The

heat distribution. The maximum attainable temperature of the fujeat transfer during the cooling process is mainly occurs by natu-

nace is 1900 K and the interior temperature of it is kept at 1200 K| convection and radiation. First, the PCM will begin to cool and

A complete airlift mechanism, pneumatic system, with top angse the sensible heat until it reaches to the melting temperature.

bottom plugs is supplied to the furnace to attain a variable envie ggjigification begins at the lower corner of the cylinder where
48

rongjentt tto the t$St s_argggeKar_]rdh mt case OI COC(J::_Intg_pr’SCGS_S; 8 free convection heat transfer coefficient is a maximum. The
amoient temperature 1S Sv0 K. The temperature distribution INSIg8y; qiication will continue to grow from the top and side walls of
and outside the enclosure is mgasured by means of multiple thery enclosure until all the PCM changes entirely to the solid
mocouples, and a Data Acquisition System is used to convert | 3

thermocouples output to a PC through a standard RS-232 as9h§se' . .
chronous serial communication. The thermal performance of the PCM can be explained in terms

of some design and operating condition parameters. These param-
4 Results and Discussion eters could pe the size of the PCM, the heat transfer surface area,
. ) ) and the cooling process. It is found that the two parameters which
The present numerical model is proposed to predict the thernpaist characterize the overall performance of the unit are the total
performance of high melting point material during its melting andnergy stored and the output heat release. The output heat release
solidification processes in a cylindrical enclosure. The initial ttMs 1 pe defined as the output heat released from the PCM during
perature of the specimen is assumed to Be; 300 K and the the cooling process.

specimen is placed in a furnace where the temperature is kep h - .
constant and above the melting point of the PCM. At early stage he predicted temperature contours and liquid phase fraction

sensible heat is stored at the PCM, while its temperature increagggrlg the h(iatlng Process aretSZOV\;nﬂ:n Fig. 5, Whter? tt::e ft_em-
from T; to its melting point. During this period, the liquid fraction,PErature contours areé represented at the upper part of the figure

f, remains null as the PCM is still in its solid phase. As th@&nd the liquid phase fraction are represented at the lower part of it.
temperature increases the melting triggers and begins at the iftg2m the figure one can see that, the temperature starts to increase
rior intersection of the side and top walls of the specimen wher@! the intersection of the top and side walls of the specimen. When
the PCM receives the maximum heat flux. By continuous procedle temperature reaches the melting point and the sample begins
ing, the liquid fraction increases with time and once the PCM & melt, the interface between the liquid and solid makes as insu-
entirely melted, energy is stored by sensible heat and the tempdadion. This is because of all the heat, which comes from the
ture begins to increase again. furnace, is used just to change the phase. The solid part of the
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Figure 9 shows the predicted heat release rate from the sample at
the cooling process. The rate of heat release differs from one
B'Eriod to another. As shown from the figure, the rate of heat re-

. _lease can be divided into four regions. At the beginning, the heat
C i o Slease decreases so fast with a high rate due to the temperature
(z=0.5"length and =0.6 radius)is shown in Fig. 6, which illus- gecrease in the sample at the beginning. When the PCM begins to
trates that, the temperature is increased with high rate at the BRange to solid, the heat release decrease rate decreases because
ginning of the heating process and during the phase change, §i&ne energy stored as latent heat in the PCM. After the solidifi-
temperature keeps constant. At the end of the heating process, dion has completed the rate increases again. At the end of the
temperature increase rate decreases because of the decreasipgdiing process, the heat release decreases due to the decrease in
the temperature difference between the sample and the furnggeiperature difference between the sample surface and the atmo-
temperature. sphere.

During the cooling process the predicted temperature and quuid,:igure 10 represents a comparative study for the output power
fraction contours are shown in Fig. 7, where the temperature Cqgajized through the solidification process from low melting point
tours are represented at the upper part of the figure and the “q\’H‘éterial,[Q] and high melting point material, present work. From
phase fr_action are represented at the Iow_er part of it. Oppositetﬁ_é figure one can see that, the output power realized from the
the heating process, the temperature begins to decrease at the iffgiification of the high melting point material is extremely high
and top surfaces of the sample while the solid liquid interfaGgan that from the low melting point material.
moving to the bottom surface and to the center. _ To compare the numerical and experimental findings of the

Figure 8 represents the predicted temperature time history dHF'esent work, a modification in the physical domain of the nu-
in_g the solidification process. From the figur_e itis obvio_us that th@erical model is performed to fit the geometry and boundary con-
high temperature decreases at the beginning of cooling and Higons of the experimental setup. A comparison between numeri-
constancy of temperature during phase-change can be obserygfland experimental values of the temperature at the center of the

present test enclosure with time during melting and solidification

PCM stays at constant temperature and equals to its melting po
This is also obvious in the contours of the liquid fraction.

250 | e
Before solidification 1200
-1 Temperature time history during melting process

200 1150 — ;
B N During solidification i 7
) L e
E -
8 150 —
E C
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C | | : S L L L BN B B I
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Fig. 11 Variation of temperature at the center of the test enclo-
Fig. 9 Rate of heat release during cooling process sure with time during the melting process of the utilized PCM
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Nu = Nusselt number
r = distance in radial directiofm]
R = radius[m]
Ra = Rayliegh number
Pr = Prandtl number
Ste = Stefan number
t = time[s]
T = temperaturdK]
V = volume[m®]
z = distance in axial directiohm]

Greek letters

a = thermal diffusivity[ m?/s]
- B = thermal expansion coefficiefi/K]
— Ar = grid size in radial directiofim]
At = time step[s]
7 Az = grid size in axial directiofim]
900 — T T v = kinematic viscosity m?/s]
0 100 200 300 400 500 p = density[kg/n]
Time (Sec) o = Stefan-Boltzmann constant
) - e = emissivity
Fig. 12 Variation of temperature at the center of the test enclo- )
sure with time during the solidification process of the utilized Subscripts
PCM b = at boundary
b—1 = before boundary
- . - e = effective
processes of the utilized PCM,,,o;= 1121 K, is shown in Figs. f = face(n,s,e,w)north, south, east, and west
11 and 12 respectively. From the figures, it can be concluded that ; _ initial
an agreement between numerical and experimental results is | = liquid

achieved within experimental uncertainties. The deviation be-

tween experimental and numerical findings could be explained by * = ambient value

the heat losses during the melting and solidification processes due

to imperfect system insulation.

5 Conclusions

A computational model for the prediction of the thermal behav-
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